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Abstract. In Ukraine, among leguminous crops, pea occupies one of the leading places. Modeling as an integral part
of yield programming involves the development of a forecast, i.e. a probable idea of the theoretically possible yield, which
is provided by various agrobiological indicators. One of the main conditions for increasing the efficiency of production and
increasing the gross harvest of green pea is the development and implementation of the latest techniques to increase its
productivity in agricultural practice, which is an important and urgent problem. A highly effective modern tool for mathe-
matical modeling, forecasting, situation recognition and decision support are Bayesian networks (BN), which have a number
of advantages over other modeling methods.

The goal of the research is to study the possibilities of using the apparatus of Bayesian networks to build an information
system for decision support (DSS) to model the yield of green pea.

Research methods. The paper considers the possibility of using Bayesian networks in the information DSS in planning the
yield of green pea at an agricultural enterprise. BNs provide the opportunity to take into account in one model of categorical
and ordinary numerical variables, the number of variables reaching several hundred, the availability of alternative methods
of forming a probabilistic inference and the correct representation of causal relationships.

The main results of the research. The BN apparatus allows combining the available statistical data on agrobiological
characteristics of agricultural products in addition to the expert information provided by farmers. The use of DSS based on BN
will allow farmers to make decisions under uncertainty of available information about the agrobiological characteristics of
growing green pea.

Scientificnovelty. BN is a powerful and effective mathematical tool for research and reproduction of the truthful overview
of processes in DSS, which should be used to solve problems of probabilistic forecasting, modeling and risk assessment in
yield planning.

Practical relevance. For practical confirmation of the obtained results, an experiment was conducted, the results of which
confirmed the practical value of the proposed information technology, which can be used to model the green pea yield. The
proposed structure of the database and DSS based on it, will support making of effective decisions on the organization of the
harvesting campaign for green pea in different technological and weather conditions.
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Problem Statement. In Ukraine, among leguminous
crops, pea occupies one of the leading places. Pea is
a valuable food, forage and agrotechnical crop. High protein
content, variety of uses, positive effect on soil fertility,
expediency of sowing as a fallow, intermediate, post-
harvest crop, the possibility of growing in different regions
determine the significant economic importance of pea.
Due to the high yield and forage value, pea has become
widespread throughout Ukraine [1-2, 7].

Modeling as an integral part of yield programming
involves the development of a forecast, i.e. a probable idea
of the theoretically possible yield, which is provided by
various agrobiological indicators [15].

Oneofthehighly effective modern tools for mathematical
modeling, forecasting, situation recognition and decision
support is Bayesian networks (BN), which have a number of
advantages over other modeling methods. In particular, the
possibility of taking into account of categorical and ordinary
numerical variables in one model, the number of variables
reaching several hundred, the availability of alternative
methods of forming a probabilistic inference and the correct
representation of causal relationships [16].

One of the main conditions for increasing the efficiency
of production and gross harvest of green pea is the
development and implementation of the latest techniques
to increase its productivity in agricultural practice, which is
an important and urgent problem.

Review of the Literature. Important scientific
developments in the technology of growing pea were made
by well-known domestic and foreign scientists A.0. Babych,
V.F. Petrychenko,A.V. Cherenkov,S.M. Kalenska,V.G. Mykhai-
lov, M.l.Bakhmat, M.Ya.Shevnikov, 0.M.Bakhmat,
V.V. Lykhochvor, 0.V.Ovcharuk, K.Novék, B.Furseth and
others.

Analysis of the literature sources [8—12] shows that
today Bayesian networks (BN) are widely used in information
systems for analysis and processing of statistical data,
presented in the form of time series, expert evaluation,
interval values, etc. Moreover, BNs are used in decision
support systems for forecasting and classification of data of
different nature [3, 5, 14].

Decision support systems (DSS) are used in various
fields of human activity, their basic components being the
acquired experience and knowledge, which are organized in
databases and knowledge bases. The tasks of data analysis
are becoming increasingly relevant, especially in modern

conditions, when significant amounts of information have
been accumulated in almost all areas of human activity.
Of particular practical importance is the assessment of the
condition and forecasting of agricultural crop yields in the
context of DSS implementation.

However, despite the presence of significant arrays of
agricultural data on the green pea yield, which sufficiently
characterize the processes under study, the use of DSS for
modeling is quite limited. This is largely due to the lack
of developed methods of agricultural data analysis and
modeling at different management levels, the complexity
of processing large amounts of heterogeneous input
information, farmers' lacking skills of using integrated data
analysis methods and modern information technology tools.
Therefore, given the practical significance of the problem
and the lack of methods for solving problems of this class,
developed and adapted to domestic conditions, the task of
developing a method for modeling the yield of green pea is
relevant.

The aim of the paper is the research of the possibilities
for using the apparatus of Bayesian networks for developing
information DSS for modeling green pea yield.

Presentation of research material. Currently,
various approaches are used to estimate agricultural crop
yields, including statistical methods and assumptions about
the relationship between environmental characteristics,
fertilizer application and yield.

At the present stage of development of the Ukrainian
agro-industrial complex, an important part is played by
the introduction of new technologies and achievements of
scientific and technological progress in order to increase
the efficiency of agricultural production and adaptation
of agricultural enterprises to changes in social, economic
and political environment in the context of sustainable
development. It is important to develop models and
algorithms of decision support system (DSS) in crop yield
modeling, which would provide decision support for
modeling, planning and operational management in the
cultivation of green pea.

Automation and introduction of modern information
technologies in agricultural business, allowing to obtain
a larger amount and variety of high-quality food products
from each unit of used resources, is the most effective way
to develop the agro-industrial complex [4, 6, 13].

Bayesian belief networks, or simply Bayesian
networks (BNs), consist of a plurality of nodes and a set
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of directional edges that connect these nodes together
(Bayesian networks are discussed in more detail in the
next section of this paper). The edges define cause-and-
effect relationships in a subject area that are largely
unambiguous. The likehood of a statement (or action)
is represented by probability. The concept of BN lies in
updating the probabilities when additional information
is received. Information can be received by each node
(variable) of the network, because the method of updating
the probabilities is invariant with respect to the direction
of information dissemination along the edges of the
network [16]. Thus, BN, as the basis of DSS, significantly
expands the possibilities of analysis and decision-making,
as it allows making both direct and inverse inference at
the same time. Moreover, the simultaneous input of
information about the states of several nodes does not
change the network processing algorithm, which makes
it possible to eliminate situations of logical inconsistency,
which often occur for other methods in similar cases. BNs
in DSS have such significant advantages as the ability of
computational interpretation of inference algorithms, the
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flexibility of the process of information dissemination and
adaptation to new data [3, 5, 16]. It follows from the above
that DSS for agricultural business should be developed on
the basis of Bayesian networks.

The application of BNs to the analysis of processes of
different nature, human activities and the functioning
of engineering systems enables taking into account and
using any input data in the form of expert evaluations
and statistical information. In turn, the variables can be
discrete and continuous, and the nature of their receipt in
the analysis and decision-making can be in real time and
in the form of static arrays of information and databases.
Herewith, due to the use of the representation of the
interaction between process factors in the form of cause-
and-effect relationship, the network achieves the highest
level of visualization and a clear understanding of the
nature of the process factors interaction. Other advantages
of BNs are the ability to consider the uncertainties of
statistical, structural and parametric nature, as well
as the inference formation using different methods —
approximate and accurate ones [16].
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Fig. 1 - Factors influencing the formation of green pea yield
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The use of DSS based on BBN will allow agrarians to
make decisions under conditions of uncertainty of available
information about the agrobiological characteristics
of growing green pea. The BBN apparatus allows
combining the available statistical data on agrobiological
characteristics of agricultural products in addition to the
expert information provided by agrarians. The structure
of the network is often determined by subject matter
experts, but there are methods of structural MB training

based on statistics. This makes it possible to adapt the BN
structure to new data. However, it should be emphasized
that the fundamentally subjective Bayesian approach does
not require “objectivity” of probabilities, and therefore
allows the formation of tables of conditional probabilities
based on subjective expert evaluations. It should also be
noted that the inference results are more sensitive to the
BN qualitative structure than to the quantitative values of
the probabilities.

Fig. 2 — Conceptual scheme of information DSS for modeling the yield of green pea using BN

The structure of BBN for yield modeling is given by fac-
tors (Fig. 1) that affect the process of green pea cultivation
and the relationships between them. The basis for the for-
mation of relationships is expert information; available
agrobiological research aimed at identifying such relation-
ships between factors, and accumulated statistical data.

The structure of the developed BN's relations is shown
in Fig. 3. The expert knowledge in this field was used to
generate the structure of BN relations.

GeNie 2.0 software package was used for calculations,
which is a software implementation of decision-making
system based on BBN, allowing to determine variables
and relationships between them, to learn parameters and
network structure, as well as to make probabilistic inference
based on the obtained data.

It is proposed to use BN as a basis of the information sys-
tem, which incorporates expert evaluations of factor indi-
cators in the form of tables of BN conditional probabilities.

The information system, which is based on the model of
the subject area in the form of BN, can be used to solve the
problem of yield modeling.

The DSS, which implements the use of BN, the
conceptual scheme of which is shown in Fig. 2, gives a finite
set of recommendations to agrarians on the appropriateness
of the impact of agrobiological factors on yields. An agrarian
must use such a system as a means of partial automation of
the complex process of yield modeling.

The results of the evaluation of BN parameters are
shown in Fig. 3.

Based on the research performed, it was found that the
formation of the maximum yield of vegetable peas (in terms
of dry matter) for the first sowing period was against the
background of N30 P40 for seed treatment with boron and
molybdenum — 2,650 kg /ha, and for the second one —
2,490 kg / ha when using for the treatment molybdenum
and rhizotorphin at 2,050 and 1.870 kg / ha in the control.
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Fig. 3 - The structure of BN relations for DSS in modeling the yield of green pea (initial state of evaluation (on the left),
example of modeling according to the specified parameters) (on the right)

The proposed IT enables quick identifying of the most
significant causes for reducing the likelihood of high
yields. As a result of computer simulation, the probabilistic
characteristics of achieving the final result are obtained and
the best indicators of factors for specific yield conditions are
determined.

BN is a powerful and effective mathematical tool for
research and reproduction of the truthful overview of
processes in DSS, which should be used to solve problems
of probabilistic forecasting, modeling and risk assessment in
yield planning.

Conclusions. Modern information technologies allow
storing a huge amount of data, their analysis and, on the
basis of the obtained results, offering solutions to problems
that would minimize costs and maximize profits of
agricultural enterprises. The use of information technology
will significantly improve the information support system
of agricultural enterprises, which will be accompanied by
increased competitiveness.

The proposed structure of BN and DSS based on it, will
support effective decision making on the organization of the
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harvesting campaign for green pea in different technological
and weather conditions.

For practical substantiation of the obtained results, an
experiment was conducted, the results of which confirmed
the practical value of the proposed information technology,
which can be used to model the green pea yield.

The degree of success of this method of modeling and
making a statistical inference depends on the ability to cor-
rectly formulate the problem, select process variables that
sufficiently characterize its dynamics or statics, collect sta-
tistical data and use them to train the network, and correctly
form the result — inference using the developed network.

Based on the proposed methods and algorithms,
a conceptual scheme of the decision support system based
on BN has been developed. Herewith, it is possible to quickly
modify computational procedures due to the open modular
architecture of the computer system for decision support in
modeling and forecasting yields.

Further development of the work involves the expansion
of modeling by introducing additional criteria and factors
that affect yields.
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IHOOPMALINHA CUCTEMA NIATPUMKN NPUAHATTA PILLEHDb
ANA MOAENIIOBAHHA BPOXKANHOCTI FTOPOXY OBOYEBOIO

OkcaHa OrHeBa,
K.T.H., IOLEHT Kadeaipn nporpamHmx 3acobiB i TexHONOriiA,
XepCoHCbKNIi HaLiOHaNbHUIA TeXHIYHWI YHiBepCuTeT, XepcoH, YKpaiHa,
e-mail: Oksana_Ognieva@meta.ua, ORCID ID: 0000-0001-6206-0285

AHoTauis. B Ykpaini cepes 3epH00000BIX KynbTYp OfHE 3 NPOBiAHMX MiCLb HanexuTb ropoxy. MozenioBaHHA AK ckna-
[I0BA YaCTMHA NPOrpamyBaHHA BpOXalo nepesbayae po3pobKy nporHo3y, T06T0 AMOBIPHOIO YABNEHHA NP0 TEOPETUUHO
MOX/IMBY BPOXAilHICTb, AKA 3a0e3neuyeTbCA pi3HUMI arpobionoriyHumMn nokasHukamu. 0aHa 3 ronoBHUX yMOB NifBu-
LeHHA e eKTUBHOCTI BUPOOHMLTBA i 30iNbLLEHHA BanoBux 300piB ropoxy 0BOUEBOro € po3pobka Ta BNpOBafKeHHA Y CiNb-
CbKOrocrnoAapcbKy NpakTUKy HOBITHIX MPUAOMIB NiJBULLEHHA 110r0 NPOAYKTUBHOCTI, WO € BAXNBOK i aKTyanbHOK Npo-
6nemoto. Bucokoe(pekTMBHUM CyyacHUM iHCTPYMEHTOM MaTeMaTYHOro MOZAENIOBaHHA, NPOrHO3yBaHHA, Po3Ni3HaBaHHA
CMTYaUiil Ta NIATPUMKN NPUAHATTA pilleHb € baneciBCbKi Mepexi (bM), Aki MatoTb paa nepeBar nepep iHWMMKM MeTogamu
MOZeNI0BaHHA.

MeToto ZOCNiZKeHHA € BUBYEHHA MOXNMBOCTE BUKOPUCTAHHA anapaty 6aileciBcbKux mepex And nobyfosu iHhopma-
LiiHoi cucteMu NigTpUMKI NpUitHATTA piensb (CNIP) ana MogentoBaHHA BPOXaHOCTI FOPOXY 0BOYEBOTO.

MeToam gocnigkeHHA. B cTaTTi po3rnAHyTa MOXNMUBICTb BUKOPUCTAHHA BaiteciBCbKux Mepex y iHdopmauiitoi CTTMP npu
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MNaHyBaHHi BPOXKANHOCTI rOPOXy 0BOYEBOrO Ha arponianpuemctsi. bM HagaloTb MOXANBICTb BpaXyBaHHA B OfHIA Mojeni
KaTeropiiHMX i 3BUYANHMX YNCNOBUX 3MIHHUX, KINbKICTb 3MIHHIX MOXe cAraTh JeKinbKoxX COTeHb, HAABHICTb anbTepHaTUBHNX
MeToziB GOpMyBaHHA iIMOBIPHICHOrO BUCHOBKY Ta KOPeKTHe NpeCTaBNeHHA NPUYMHHO-HACNIAKOBUX 3B'A3KIB.

OcHoBHI pe3ynbTatit gocnigxeHHa. Anapat BM f03BonA€ KOMOIHYBaTU HAABHI CTaTUCTUYHI AaHi Npo arpobionoriyHi
XapaKTepUCTUKI arponpoayKLii y JONOBHeHHI [0 ekcnepTHOI iHdopMmallii, AKy HagatTb arpapii. Bukopuctannsa CMMP Ha
0cHoBi bM A03BONNTDL arpapiam NpuiMaTy pilleHHA B YMOBAX HEBWU3HAYEHOCTI HAABHOI iHGopmaLii npo arpobionoriuHi
XapaKTepuCTUKK BUPOLLYBaHHA ropoxy 0BOYEBOTO.

HaykoBa HoBM3Ha. BM — Lie nOTYXXHNIA | eeKTUBHMIA MaTeMATUYHNIA IHCTPYMEHT AOCNIAXKEHHA Ta BiATBOPEHHA peanb-
Hoi kapTunu npoueciB y CIMP, Akuit foLiINbHO 3aCTOCOBYBATM ANA PO3B'A3aHHA 3aJay MMOBIPHICHOTO NPOTHO3YBaHHA,
MOZeJS1I0BAHHA Ta OLiHIOBAHHA PU3NKIB NPU NNAHYBaHHI BPOXaNHOCTI.

[TpakTMyHa 3HaUNMICTb. [INA NPaKTUYHOTO NiATBEPAXKEHHSA OTPUMAHIX Pe3yNbTaTiB NPOBEAEHO eKCNePUMEHT, pe3yib-
TaTh AKOTO MiATBEPANAN NPAKTUYHY LiHHICTb 3aNPONOHOBAHOI iHPOPMALLIiHOT TEXHONOTiT, AKa MOXe OyTi BUKOpUCTaHa AnA
MOZeN0BaHHA BPOXaNHOCTi ropoxy 0BoueBoro. 3anponoHoBaHa ctpyktypa bJl, CNIMP Ha ii ocHoBi, 3abe3neyatb NigTpUMKy
NPUAHATTA eQeKTUBHIX pilleHb N0 opraHi3avii 36MpanbHOi KaMNaHIi ropoxy 0BOYEBOT0 B Pi3HIX TEXHONOTIYHUX | NOFOJHMX
yMOBaXx.

Knioyoesi cnoea: nidsuwjeHHa echekmugHocmi 8upobHUYmMead, niompumka npuliHAmma pitiens, 6atieciscoka mepexa
008ipu, M0OeKBAHHA 8POXALHOCMI.

WHOOPMALIMOHHAA CUCTEMA NOAAEPXKU NPUHATUA PELLEHUN
ANA MOAEJIMPOBAHUA YPOXKAUHOCTU TOPOXA OBOLLHOIO

OkcaHa OrHeBa,
K.T.H., IOLIEHT Kaeapbl TPOrpaMMHbIX CPECTB U TEXHOMOT WA,
XepCOHCKuiA HaUMOHaNbHbIA TEXHUYECKUI YHUBEPCUTET, XepCoH, YKpauHa,
e-mail: Oksana_Ognieva@meta.ua, 0000-0001-6206-0285;

AnHoTauus. B YkpanHe cpesin 3epH06060BbIX KyNbTYp 0fHO U3 BeAyLLuX MeCT NpuHaanexuT ropoxy. MogenuposaHue
KaK COCTaBHaA 4aCTb MPOrpamMMUPOBAHNA YpOXas NpefycmMaTpuBaeT pa3paboTKy MPOrHO3a, TO eCTb BO3MOXKHOTO npes-
CTaBNEHNA 0 TEOPETUYECKM BOSMOXHON YPOXAIHOCTH, KoTopas 0becneynBaeTca pas3ninyHbIMi arpobnonornyeckumm noka-
3atenamu. OfHUM 13 TMaBHbIX YCI0BIIA NOBbILIEHNA 3OPEKTUBHOCTM NPOU3BOACTBA U yBENNYEHNA BaNOBbIX COOPOB ropoxa
0BOLYHOTO ABAAETCA pa3paboTka U BHeJpeHue B (eNIbCKOXO3ANCTBEHHYI0 NPAKTUKY HOBEILUIMX NPUEMOB NOBbILLEHUA €ro
NPOU3BOAUTENBHOCTH, YTO ABAAETCA BAXHOI 1 aKTyabHOI Npo6nemoii. BbicokoaddeKTUBHBIM COBpEMEHHBIM UHCTPYMEH-
TOM MaTeMaTUyeckoro MoJennpoBaHua, NPOrHO3UpoBaHNA, PaCNO3HABAHNA CUTYALIMIA 1 NOAAEPXKKI NPUHATUA peLLeHnit
aBnatTca baiiecockne cetn (bC), KoTopble UMeKOT pAj NpenMyLLeCTB nepes ApyruMil MeToAamMIn MOLENUPOBAHNA.

Llenblo nccnesoBaHna ABAAETCA U3yyeHe BO3MOXKHOCTEN NCNONb30BaHIUA annapata bailecoBCkux ceTeil AnA noCTpo-
eHNA MHGOPMALIMOHHOIN CUCTeMbl NoaAepki NpuHATUA pewenuid (CTIMP) ana MoaenupoBaHUA YpOXKaRHOCTM rOPoXa
0BOLLHOrO.

MeTozbl uccnefoBanmA. B cTaTbe paccMoTpeHa BO3MOXHOCTb UCMO0b30BaHINA 0aitecoBCKMX ceTeil B UHPOPMALMOHHOI
CMNP npu nnaHMpoBaHWM YPOXKAHOCTYM FOPOXa OBOLYHOTO Ha arponpeanpuatui. bC npeaocTaBAT BO3MOXHOCTb yyeTa
B O/JHOI! MOZENHN KaTeropuitHbIX 1 00bIYHBIX YNCNOBBIX NEPEMEHHbIX, KONNYECTBO NepeMeHHbIX MOXeT JOCTUIaTb HECKOMb-
KWX COTEH, HaNuume anbTepHaTUBHbLIX MeToA0B GOPMUPOBAHIA BEPOATHOCTHOTO 3aKNKYEHNA 1 KOPPEKTHOE NpeacTaBne-
HUe NPUYNHHO-CNeACTBEHHDIX (BA3ENA.

OcHoBHble pe3ynbTathl uccnegosaqua. Annapatr bC no3sonaet KOMOUHMPOBATL UMEKLLMECA CTATUCTUYECKIE JaHHble
npo arpobronornyeckme xapakTepucTK arponpoayKLMn B SONONHEHNN K IKCNEPTHON HOPMALIMH, KOTOPYIo NpesocTaB-
nawt arpapuu. Ucnonb3osanue CMP Ha ocose bC N03B0ANT arpapuAm NPUHUMATL PeLLeHA B YCIOBUAX HeonpeaeneHHo-
TV UMetoLLelica nHGOPMALIN PO arpobronoryeckie XxapakTepucTIKi BbIPaLLMBaHUA TOPOXa OBOLLHOTO.
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MPOBNEMMW IHOOPMALINHX TEXHONOT I

HayuHas HoBu3Ha. BC — 3T0 MOLLHBIA 1 IYPEKTUBHDIA MaTeMaTUUECKNIi UHCTPYMEHT UCCe0BAHNA U BOCNPOU3Be-

AeHNA peanbHoii kapTuHbl npoueccos B CMMP, koTopblii LenecoobpasHo NPUMEHATb ANA peLleHna 3afay BepOATHOCTHORO
MPOrHO3MPOBaHIA, MOAENNPOBAHMA U OLEHKN PUCKOB NP NAAHUPOBAHNM YPOXKANHOCTH.

MpakTyeckas 3HAUMMOCTb. [INA NpakTNYeckoro NOATBEPXKAEHNA NONYYEHHbIX Pe3yNbTaToB NPOBeAeH IKCNePUMEHT,

pe3ynbTaTbl KOTOPOro MOATBEPAMAM MPAKTUYECKYK LEHHOCTb MPeAnoKeHHON MHGOPMALMOHHON TeXHONOrUN, KoTopas
MOXeT ObITb UCNONb30BaHa ANA MOAEAMPOBAHNA YPOXKAMHOCTN ropoxa 0BOLWHOr0. MpeanoxenHaa crpyktypa bC, CIMNP
Ha ee 0CHOBe, 0becneyat noaAepKy NPUHATUA SOGEKTUBHBIX PeLueHnii N0 opraHu3aLuy Y6opouHoil KamnaHnum ropoxa
OBOLLHOTO B Pa3fIMYHbIX TEXHONOTMYECKIX 1 MOTOAHBIX YCTIOBUAX.

Kniouegole cnoesa: nosviweHue 3¢hghekmusHocmu npou3go0cmaa, nod0epxxa npuHAMusA peweHut, 6atiecosckas cems,

MO00euposaHue ypoxalHocmu.
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