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NEURO-MECHANICAL METHODS OF CONTROL AND DIAGNOSTICS
OF THE TECHNICAL STATE OF AIRCRAFT ENGINE
TV3-117 IN FILM REGIONS

The subject of the study in the article is the modes of operation of the aircraft engine TV3-117 and
methods of their control and diagnostics. The purpose of the work is to develop methods of control and
diagnostics of the technical condition of the aircraft engine TV3-117 on the basis of neural network technologies
in real time. The following tasks are solved: substantiation of the preconditions of the use of neural networks in
the task of control and diagnostics of the technical condition of the aircraft engine TV3-117, construction of the
generalized neural network and the choice of the algorithm for its training, the solution of the task of controlling
the parameters of the technical condition of the aircraft engine TV3-117 with the use of neural networks. The
Sfollowing methods are used: methods of probability theory and mathematical statistics, methods of
neuroinformatics, methods of the theory of information systems and data processing. The following results were
obtained: The feasibility of using neural networks in the task of controlling and diagnosing the technical
condition of the aircraft engine TV3-117 was substantiated. The expediency of developing neural networks
based on the NN Predictive Controller. The expediency of using the gradient method of teaching neural
networks is substantiated, as well as the method of training a neuro-regulator based on a neuro-modulator with
the use of the method of reverse error propagation. The expediency of using the gradient method of teaching
neural networks is substantiated, as well as the method of training a neuro-regulator based on a neuro-
modulator with the use of the method of reverse error propagation. The solution of the task of controlling the
parameters of the technical condition of the aircraft engine TB3-117, which confirms the expediency of using
neural networks in the task of control and diagnostics of the technical condition of the aircraft engine TV3-117,
is obtained. Conclusions: The application of neural network technologies is effective in solving a wide range of
poorly formalized tasks, one of which is the task of controlling the technical condition of the aircraft engine
TV3-117. The advantage of neural networks in their application in the tasks of control and diagnostics of the
technical condition of the aircraft engine TV3-117 is the possibility of working with small training samples, the
appointment of soft tolerances, using the experience of experts to assess the technical condition of the aircraft
engine TV3-117, which is important in the condition’s information incompleteness.
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HEMPOMEPEXEBI METO/JIU KOHTPOJIIO I JIATHOCTUKHA TEXHIYHOI'O CTAHY
ABIAIIIMHOT'O JIBUT'YHA TB3-117 Y HOJIbOTHUX PEXKUMAX

Ipeomemom docnioxcenns 8 cmammi € pexcumu pobomu asiayitinozo osueyna TB3-117 ma memoou ix
Kommpomo i oiaenocmuxu. Mema pobomu — po3pobxka mMemooié KOHMPOJIo i OlAHOCMUKU MEXHIYHO20 CMAaHY
asiayitinozo oeucyna TB3-117 Ha ocHOGI Helipomepedicegux MeXHONI02I Y pedcumi peaivHoeo yacy. B cmammi
BUPIUYIOMbCA HACMYNHI 3A80AHHA: OOTPYHIMYBAHHA NepedyMO8 3ACMOCYSAHHS HEUPOHHUX Mepedc y 3a0adi
KOHMpPOa0 i 0ia2HOCMUKYU MeXHIYH020 cmary asiayitinozo ogueyna TB3-117, no6yoosa y3azanvrnenoi HeupoHHOT
Mepedici ma eubip aneopummy il HAGUAHHA, PO36 530K 3a0aui KOHMPOMO NAPAMEmpIe MEXHIYHO020 CMAHY
asiayitinozo dsueyna TB3-117 i3 3acmocyeannsam HeupoHHUX mepedc. Buxopucmosyromvca maxi memoou:
Memoou meopii UMOGIpHOCHEll | MAMEeMAMUYHOI CIAMUCMUKU, Memoou HeupoiHgopmamuxu, memoou meopii
inghopmayitinux cucmem ma o6podoxu oanux. Ompumano Hacmynui pesyiomamu: OOIPYHMOBAHO OOYiNbHICMb
3ACMOCYBAHHA HEUPOHHUX MEPEeNHC y 3a0ayi KOHMPOAIO i 0iaeHOCMUKYU MEeXHIYH020 CIAHY Alayilinoco 08UcyHd
TB3-117. Obipynmosano O0oyinbHicms po3poOKu HEUpPOHHUX Mepedc Ha 6asi Ha 0asi Heupopezyismopa NN
Predictive Controller. O6rpynmosano ooyinbHicms 3acmocy8anHst 2padicHmHO20 Memoody HAGUAHHSL HeUPOHHUX
mepedc, a MaKoxC po3podIeHO MemoO HAGUAHMA Helpopeyiamopa HA OCHOBI HelpomMooyiamopa i3
3aCMOCYBAHHAM  MemOOy 360POMHO20 NOWUPEeHHs: noMuaku. Ompumano po3e’s30K 3a0ayi KOHMPOIo
napamempie mexHiuHo20 cmany agiayitinozo ogucyna TB3-117, sxuti niomeepodicye 0oyiibHICMb 3ACMOCy8AHHS
HEUPOHHUX Mepedic V 3a0aui KOHMPOMO i OiaeHOCMUKU MeXHIYHo20 cmaHy asiayiino2o dgucyna TB3-117.
Bucnosxu: 3acmocysanns neiipomepesicesux mexnonozii 3 eQekmusHuM npu po3e 3Ky WupoKo2o Koid no2aHo
Gopmanizoeanux 3a0ay, OOHIEK 3 AKUX € 3A0a4a KOHMPOIO MEXHIYH020 cmaHy asiayiiinoeo ogueyna TB3-117.
Ilepesazoio HelipoHHUX Mepedc npu iX 3aCmMOCy8aHHI Y 3a0a4ax KOHMPOO i OIA2HOCMUKU MEXHIYHO20 CMAHY
asiayitinozo osucyna TB3-117 € moowcausicms pobomu 3 MAmuMu HABYATbHUMU BUDIPKAMU, NPUSHAYEHHAM
M AKUX OONYCKIB, BUKOPUCMAHHAM 00C8I0y eKcnepmis O OYIHKU MeXHIYHO020 Cmany asiayiino2o osucyna TB3-
117, wo € ascnugum 8 ymosax HenosHomu iH@opmayii.

Kmouoei cnosa: asiayitinuii 08ueyn, HeUpouHa mepedxica, mexHiuHull Cmaw, KOHmpos i diaeHoCmuKa.
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HEMPOCETEBBIE METO/bI KOHTPOJISI U JIMATHOCTUKHA
TEXHUYECKOI'O COCTOAAHUA ABUAIIUOHHOTI'O IBUT'ATEJISA
TB3-117 B IIOJIETHBIX PEXKUMAX

IIpeomemonm uccredosanusi 6 cmamove AGNAIOMCS PedCUMbL pabombl asuayuonno2o dgueamens TB3-117
U Memoovl ux KoHmpoas u ouaznocmuxu. Llenv pabomuvl — paspabomra memoooe KOHMPOAL U OUACHOCMUKU
MEXHUYECK020 COCMOAHUS A8UAYUOHHO20 Osueamens TB3-117 na ocnose netipocemesvix mexHOA02UIL 8 pedcume
peanvHoeo 8pemeHu. B cmamve pewaromcs credyiowue 3adauu: 000CHO8aHUE NPEONOCHLIOK NPUMEHEHUs
HEUPOHHBIX cemell 8 3a0aye KOHMPOAs U OUACHOCMUKU MEXHUYeCKO20 COCMOSHUSA A8UAYUOHHO20 O8Ucamelis
TB3-117, nocmpoenue 0000ujeHHOU HEUPOHHOU Cemu U 6blOOp aneopumma ee oOyYeHue, peuileHue 3a0ayu
KOHMPOJIsL NAPAMEMPO8 MeXHUYeCKo20 COCMOAHUA aA8UayuoHHo2o Oeueamens 1B3-117 ¢ npumenenuem
HelipoHHbIX cemell. Mcnonv3yiomes credyoujue Memoosi: Memoovl meopuu 8epoSMHOCMeEN 1 MamMemMamuieckou
CMAamucmuxy, Memoosl HelupoOUHGOPMAMUKY, Memoobl meopuu UHGOPMAYUOHHBIX cucmem U 006pabomxu
oannwix. Tlonyuenvl cnedyiowue pesyivmamol: ObOCHOBAHA YeNeCO0OPAZHOCMb NPUMEHEHUS] HEPOHHBIX cemell
6 3a0ave KOHMpPOJisL U OUASHOCMUKU MEXHUYECK020 COCMOSHUS asuayuonno2o osueamens TB3-117. Obocnosana
yenecoobpasHocmev  paspabomku HeupouHvlx cemell Ha 0Oaze Ha Oaze Heupopezyismopa NN Predictive
Controller. ObocrHosano yenecoobpasHOCmMb NPUMEHEHUSI 2PAOUCHIMHO20 Memo0d 00yYeHUsI HEUPOHHLIX cemell,
a makdce paspaboman Memoo 00VueHus Heupopezyisamopa Ha OCHO8E HEUpPOMOOVISIMOpPA C HPUMEHEHUeM
Memoon obpamnozo pacnpocmpanenusi owuoku. Ilonyyeno pewienue 3a0auu  KOHMPOIs NAPAMEMPOS
MeXHUYecKkoeo COCMOSHUS asuayuoHHo2o oOgueamens TB3-117, noomeepoicoarouee yenecoobpasHOCHb
NpUMEHeHUs. HeUPOHHBIX cemell 8 3a0aue KOHMPOJsi U OUASHOCTUKU MEXHUYECKO20 COCMOSHUSA A8UAYUOHHO20
ogucamensi TB3-117. Bwieoowi: I[lpumeHenue Heupocemesbix MeEXHOIO2UL sA61emcs IPoekmunvim npu
PpeleHul WUpoKo2o Kpyea nioxo opmanu308aHHbIX 3a0ay, OOHOU U3 KOMOPLIX AGNAEMCA 3a0aia KOHMPOIs
MeXHUYecKkoe0 coCMosAHUa asuayuonHoz2o osucamens TB3-117. Ilpeumywecmeom HelipoHHLIX cemell NPU UX
NpUMeHeHUU 8 3a0ayax KOHMpOJid U OUASHOCUKU MeXHUYeCKo20 COCMOAHUA asuayuoHHo2o ogueamensi TB3-
117 sgnsemcs 603MOCHOCMb pabOMbl ¢ MATLIMU YUEOHbIMU BbLIOOPKAMU, HAZHAYEHUEM MSCKUX OONYCKOS,
UCNONb30BAHUEM ONbIMA IKCNEPMOE OJisl OYEHKU MEXHUYECKO20 COCMOSHUSL A8Uayuonno2o dgucamens TB3-117,
YUMo AGNAEMCS BANCHBIM 8 YCI0BUSX HENOTHOMbI UHDOPMAYUU.

Kniouegvie cnosa: asuayuonnviii 0guecamens, HeUPOHHASl CeMb, MEXHUYECKOe COCHOsIHUE, KOHMPOTb U
ouaznocmuxa.

Problem statement
Operation of the aircraft engine TV3-117 takes place with the continuous change of the technical state
of attachments, units and parts due to inevitable aging processes, characterized by a constant change in their
properties in general in the direction of deterioration. This happens under the influence of internal and external
factors, either having a rather strict deterministic, or a random unpredictable manifestation. In conditions of
increased load on the attachments and units of the engine, increasing the safety of its operation is achieved on the
basis of using the management strategy of operation in actual technical condition. This involves using along
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with classical approaches and new intellectual methods that allow efficiently and qualitatively to carry out the
process of control and diagnostics of the technical condition of the aircraft engine TV3-117 taking into account
the incompleteness of measured information, noise measurements, the presence of constructive, parametric and
expert uncertainty in evaluating its parameters. The basis for the operation of the aircraft engine TV3-117 is the
subordination of the objectives of the operation of its on-board information technology control and operation
management purposes for the operation of the aircraft engine, which defines the rules and procedures for
processing comprehensive information in accordance with the conditions of its operation.

Despite the considerable amount of research in this field [1-3], information technology for control and
diagnostics of the technical condition of aviation engines is not perfect for a number of reasons: on the one hand,
weak information “link”, lack of elements of “intelligence”, allowing to rapidly, efficiently and effectively
support responsible decision-making and, as a consequence, reduce the total time spent on maintenance of
aviation engines; on the other hand, the unsteadiness of physical processes in the aviation engine, the complexity
of their mathematical description, the dependence of its technical characteristics on external conditions of work,
the limited composition of the measured parameters, their technological spread, etc. These factors lead to the
need to automate the decision-making process on the technical condition of the aircraft engine under uncertainty.

The main directions determining the efficiency of on-board information technology for control and
diagnostics of the technical condition of aviation engines should be considered intellectualization of information
processing processes involving neural network methods that are capable of improving the quality of on-board
algorithms for monitoring and diagnosing the technical condition of aviation engines under the influence of the
above-mentioned factors of uncertainty.

Thus, the creation of on-board information technology for monitoring and diagnosing the technical
condition of the aircraft engine TV3-117 involves the development of appropriate methods, techniques,
algorithmic and software that can improve the efficiency and quality of the solution of tasks of control and
management of the operation of the aircraft engine TV3-117.

Recent research and publications analysis

At present, the problems of information diagnostics of aviation technology are actively engaged
scientists of the Moscow State Technical University of Civil Aviation, among which one should highlight the
work of Professor Oleg Mashoshin [4—6], in which different methods of determining the malfunction of aviation
equipment, including aviation engines. Much attention was paid to the methods of diagnostics of aviation
technology from the standpoint of informativeness and information provision processes of its diagnosis. It is also
worth noting the work of Professor Serhii Gernakov (Ufa State Aviation Technical University) [7-9], devoted to
the control and diagnostics of the technical state of aviation gas turbine engines on the basis of intelligent data
analysis. But their work is devoted to the development of information systems for controlling the technical
condition of aviation engines in conditions of bench testing only. Thus, the development of the on-board control
system for the technical condition of the aircraft engine TV3-117 (including local tasks) is relevant.

Materials and results

The basis of the ideology of the information system for monitoring and diagnosing the technical
condition of the engine TV3-117 is the use of the FDI (Fault Detection and Identification) method, which is
based on a comparison of the results of measurements of gas-dynamic indicators in real-time with formular [10]

(fig. 1).
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Fig. 1. Realization of FDI-method

In fig. 1 is indicated:  — vector of control effects; ¥, — vector of parameters obtained on the basis of

mathematical modeling of gas-dynamic processes in real time; Y, — vector of formular values of gas-dynamic

m

indicators; ¢ =Y, =Y, — non-binding, obtained in the process of component comparison of vectors ¥, and Y,, .
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Implementation of the FDI-method allows to take into account as much as possible the individual
features of the aviation engine TV3-117 by using a mathematical model that adapts to the individual
characteristics of the latter, obtained during its operation. When using neural networks to solve the problems of
controlling and diagnosing the state of the aviation engine TV3-117, available information is presented to the
neural network in the form of ready-made solutions (tasks), on the basis of which the process of its training
(learning) is carried out. When assessing the quality of the network’s network, its input is the data from the test
sample, on the basis of which it calculates the vector of deviations (the difference between the output of the
neural network and the desired characteristics).

In addition, neural networks have a number of undeniable advantages:

— they are able to solve problems poorly formalized by traditional mathematical methods, including
control and diagnostics of the technical state of the engine TV3-117 and the classification of its information-
identification features by classes of functional states;

— the solution of these tasks is possible in real time due to the high speed of the neural network, which is
especially important for the onboard system;

— given the diversity of connections in the neural network, its reliable work is possible even after
damage some of them;

—in the process of its work, the neural network is able to learn itself in accordance with the variable
parameters in the process of operation of the engine.

Creation of an on-board system for monitoring and diagnosing the technical state of the engine on the
basis of neural network technologies, the structural-logic scheme of which is shown in fig. 2, includes the
following steps:

— identification of systems and units, and aviation engine TV3-117, i.e. the creation of a neural network
(which includes the choice of its type and architecture), the input values of which are the functional parameters
of the engine, recorded by the sensors, and the output — the parameters that determine its condition, with the
possibility self-training and correction of their parameters in the process of exploitation of a particular unit;

— creation of a training sample for the neural network on the basis of statistical information on the
functional parameters of the engine in all modes of operation and the most likely failures of operation experience
(for already operated engines) or bench test results (for those engines being developed or upgraded);

— training of the neural network using the training sample;

— verification of the adequacy and correctness of the created and trained neural network by modeling
the operating modes and failures of engines not included in the training sample;

— hardware implementation of the developed neural network in electronic circuits, integrated into the
system of automatic control of the engine.

Proceeding from the fact that the parameters of the technical condition of the aircraft engine TV3-117
are as follows: air pressure at the engine inlet (x,), air temperature at the inlet to the engine (x,), fan speed (x3),
compressor air pressure (x4), compressor rotation frequency (xs), the temperature of the gas behind the turbine
(x6), the gas pressure behind the turbine (x7), the oil level in the oil system (xg), the presence of chips in oil (xo),
fuel combustion in the combustion chamber (xj,), temperature fuel at the inlet to the engine (x;), fuel pressure
at the inlet to the engine (x;,), oil temperature at the engine inlet (x;3), oil pressure on the entrance of the engine
(x14), the diameter of the critical intersection of the nozzle (x;s), the vibration of the engine housing (x;¢), engine
propagation (x;7) [11], it is assumed that these parameters form a multilayered neural network with n = 17 inputs
and one output (fig. 3). Each i-th neuron of the first layer (i = 1, 2, ... m = 17) has n = 17 inputs, which are
written with weights wy;, wy;, ... wy;.

By inputting any numbers x;, x,, ... X7, we get at the output the value of some function Y = F(xy, x,, ...
x17), which is the answer (response) of the network. It is known that the response of the network depends both on
the input signal and on the values of its internal parameters — the weights of the neurons, that is:

m=17 n=17
F(xl,xz,...,x”): Zvl.a[ijwﬁj; (D
i=l1

j=0

1

where F(x;, x,, ... x17) is any continuous function defined on a bounded set; O (S)=1 —- — sigmoidal
+e

function.
2n+1

Applying Kolmogorov’s theorem F (x],xz,...,xn)z Z gi[ hl.j(xj )j’ where g; and h; — are
i=1 j=1
continuous functions, and h; does not depend on the function F, for 17 variables, it is found that for the

implementation of the function 17 variables are sufficient operations of summation and composition of the
function of one variable.
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Fig. 2. Structural-logical scheme of the control and diagnostics system
of aircraft engine TV3-117 technical condition in flight modes

z

2 Y ——v
Vi,

z

Fig. 3. Structure of the generalized neural network

In the work, the synthesis of the neural network system was carried out using the application package
Neural Network Toolbox MATLAB system, which implemented three neuro regulators: NN Predictive
Controller Forecast; Regulator based on autoregressive model with sliding middle NRAMA-L2 Controller;
Regulator based on reference model Model Reference Controller.

NN Predictive Controller is most effective in solving the problem. The controller uses the model of the
managed object as a neural network in order to predict its future behavior. In addition, the controller calculates a
control signal that optimizes the behavior of the object at a predetermined interval of time. Consequently, the
design of a neuro-regulator consists of two stages: the stage of identification of the controlled object and the
stage of the synthesis of the control law. At the first stage, a model of a controlled object is developed in the
form of a neural network, which is used in the next step for the synthesis of the regulator [12].
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Fig. 4 shows a structural diagram of the proposed neural network system for monitoring and diagnostics
of the technical condition of the aircraft engine TV3-117, developed in Simulink. This structure includes a
subsystem control unit and a NN Predictive Controller, as well as generators of a standard random variable
amplitude generator Random Reference, a chart construction block.

NN Fradictve Controlier

Uniform Random
Number

e

Scope:

Fig. 4. Scheme of control system based on NN Predictive Controller

Scheme of the model of the control object is shown in fig. 5 and the structural scheme of the neuro
regulator NN Predictive Controller — in fig. 6.
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Fig. 5. Schematic of the management model (subsystem)

Reference
Yy v v
= N o =
] ] ] ]
[ =4 [ = =
= 2 = -
o “w wn “
S-Function | predopt
v - ¥ hat f—d
Control Signal@ >y yhat1
NN model
@Plam output

Fig. 6. Structural scheme of the NN Predictive Controller neuroregulator [12]
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The feature of this system is that, before installing a separate neuro-regulator, the identification of the
controlled object, namely, the aviation engine TV3-117, is carried out, that is, the construction of its neural
network model is underway. The identification procedure allows constructing a neural network that will simulate
engine dynamics and is used by the S-function to calculate the optimal control signal on the engine. The training
sequence generation program generates training data by influencing a number of random stepped signals on the
simulink model of the controlled object (engine). After the network is established, the process of its learning
begins. The input vectors are represented as numerical sample arrays, which corresponds to a group
representation of the data.

After the construction of the neural network model is completed, the Neural Network Predictive
Controller returns to the window (Fig. 4) and the optimization parameters are set:

1. Const Horizon (N,) — the upper limit of summation with the quality indicator N,, the lower limit N, is
fixed and equal to 1;

2. Control Horizon (&,) — the upper limit of summation when evaluating power management N,;

3. Control Weighting Factor (p) — the weight factor for power management;

4. Search parameter (a) — jne-dimensional search parameter setting the threshold for quality reduction;

5. Minimization Routine — select a one-dimensional search procedure;

6. Iterations Per Sample Time — the number of iterations per 1 bit of discretion.

When identifying an engine, the most important issue is the choice of the number of neurons of the
hidden layer S. With a small number of neurons, the network cannot perform the task, but with a large observed
phenomenon of retraining and increasing the volume of computing.

Since the most important property of neural networks is their ability to study on the basis of data on the
aircraft engine TV3-117 and, as a result of training to increase its functionality, it is proposed to apply the
adaptive step of training the neural network, which is realized in the form of a gradient method [13], in which the
weight change is described by dependence:

Wiy =W, 1 D )

where 7, — is the step size for the k-th iteration, and the vector p; specifies the direction of motion and is
calculated by the formula:

min(k—1,m)

P=8+ 2, B&s 3)
i=1

where vector g; specifies the direction of the anti-gradient on the j-th iteration; §; — coefficient which determines
the weight of the i-th gradient; m defines the number of memorable gradients; k — serial number of the current
iteration.

The gradient learning method for (3) is obtained for m = 0, and the methods of the combined gradients,
which are most often used in the training of neural networks, are obtained by summing all previous directions
(pu m = ). The general algorithm of the adaptive method is [13]:

. Beginning;
. Select a starting point with some coordinates (xo; Yo; ...);
. Verification of the stop criterion (number of iterations, mean square error, etc.);

. Calculation of the anti-gradient at the current point g ; (at the first iteration of the starting point);

. Enter the current direction to the stack directions;

. Calculating the vector direction by (3);

. Moving the calculated p; to a new point;

. Returning to step 2. If the stop criterion is positive, then finish the algorithm, if not — go to step 3;
. End of the algorithm. We have a point close to the minimum of the function.

This training method minimizes human interference in the training of neural networks, which makes it
attractive, since not every user of neural network technologies has knowledge of optimization techniques. In
addition, the method is flexible and tailored to the learning sample by learning.

The training of the same neural network with a constant step is carried out with the help of the Hebb’s
rule, which consists in the fact that learning occurs as a result of strengthening the binding force (synaptic
weight) between simultaneously active neurons. Proceeding from this, often used in the network of
communication intensified, which explains the phenomenon of learning through repetition and addiction. The
Hebba teaching rule is written as follows [14, pp. 39—40]:

O 001NN A~ W=

le(t + 1) = le(t) + .lej, (4)
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it is assumed that w;(0) = 0, where ¢ — time; x; and y; are respectively the initial value of the i-th and j-the
neurons.

The continuous training of the neural network is also implemented through the Rosenblatt training
(learning perceptron), which is characterized by the fact that the weighting coefficients of the neural network
change only if the initial response of the network y does not coincide with the reference d and contains the
learning speed a and not changes weight coefficients if the output signals of the network coincide with the
reference ones. The Rosenblatt training rule in general form has the form [14, pp. 42—45]:

Wt + 1) = W) —aly — )X = W(1) + a(t — y)X. 4)

For the solution of the problem of recognition or approximation of functions of multilayer direct
propagation networks, weighting coefficients must be corrected. This correction is based on known methods of
training neural networks, which consist of three types [15-17]:

1. Teaching with a teacher. Put a set of training vectors — input values and desired results of the neural
network. Weights in the process of learning are selected in such a way that the results obtained are as close as
possible to the desired results.

2. Training with evaluation. Initially, the desired vector of output signals is not given, but according to
the results of the neural network receives a positive or negative rating.

3. Exercise without a teacher. A set of input data vectors is established that are processed on the basis of
self-organization laws, which leads the neural network to a state in which it is capable of solving tasks.

The circuit of the neural network control with the emulator and the controller is shown in fig. 7. In this
case, the neuro regulator learns on the reverse pattern of the control object, and the neuromodulator learns from
the real model of the control object (engine).

The neurocontroller is trained on the basis of a neuromodulator, which learns by the method of reverse
error propagation. To teach a neuro-emulator, a multilayered direct-propagation network with randomly selected
weights and a training set consisting of the pairs of the network input — the desired output {X, D}, as well as the
output value of the network Y, are determined.

+ (-

- Neurotransmitter

Delay of __,|
signals |

Neurocontroller
r - Object of control
Delay of > (aircraft engine >y
signals —» — " TV3-117)

-

Fig. 7. The scheme of neural network control with the emulator and controller

The task of training the neuroregulator is to select weighting factors to minimize some target function —
the sum of squares of network errors on examples from the training set, that is

E(w)=X (¥ ~d,,)" (©)

Jj.r
where y(,Np) — the real output of the N-th output layer of the network for the p-th neuron in the j-th study
example, d; , is the desired output.
To find the minimum and determine the weight coefficients that are included in the yy\;) (x) function of

the method of fastest descent [18], in which at each step of the training change the weight coefficients in
accordance with the expression:

; (N
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n

where w!" is the weighting factor that convenes the j-th neuron n-th layer and i-th neuron (n—1) layer, # is the

p
learning speed parameter.
To do this, the obtained weighting coefficients of the network need to determine the partial derivatives

of the target function E:

oE _ oE &\ os\" ®
= 20 A A
owl oy o ow

where yﬁ.") — output, s&.") — sum of inputs of j-th neuron of n-th layer. Knowing the activation function can be
(m) (n)

o ;
calculated y(’n) . For sigmoidal function yfn) will be equal to:

J J

o) _ ay? (1-3). ©)

J J

0s',
Output of i-th neuron (n—1)-th layer an) can be represented as:

i =y, (10)

Thus, by differentiating (8) yﬁ.N) with respect to (10) and Kolmogorov’s theorem, we calculate the

partial derivatives of the objective function by the weights of the initial layer neurons:

()
22 ) N v
@ :(y/ —d,)a—(my, : an
i S
.. .. oE oy ) )
Entering in (11) substitution 51(.") = Tﬁ, we obtain the value of neurons in the output layer:
ayj 2 J
ay(_")
(M) — (V) _ J
g = (y.i d.i) PON (12)

To find « yﬁ.") of the weight coefficients of the neurons of the inner layers, we represent (8) in the

following form:

aE = aE ayl(:ﬁ—l) GSI((’H—I) = z aE ay}En-H) W(-Z+l)- (13)
ayin) T 6y1((n+1) as]E/Hl) ay(/n) T ayl(cnﬂ) asl(cnﬂ) J

(n+1)
Note that /""" =>" E_Oy,

, what allows (6) to express the values & ) of n-th layer neurons by
- ay(n+1) as(’rwl) J
k k

means of neurons (n+1)-th 5,En+l) layer. The value é‘j(.") for all neurons of all layers can be obtained through the

recursive formula for the last layer 5§N) :

n n+ n+ dy
s :[za,i Uwl; ‘>]d—sf. (14)
K J

Thus, (7) for the correction of weight coefficients takes the form of:
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AVVI(In) — _775511) ygnfl) (15)

Teaching a neuroregulator with the help of the algorithm of re-distribution occurs in several stages:

1. Assigning arbitrary initial values of the weight coefficients of the neural network and obtaining the
values of the target function at given values.

2. The input of the neural network is provided by the vector of the training set, and then the values at
the output of the neural network are calculated, which form the vector of memory from the values of each
neuron.

3. Calculate the values é'/(.N) of the neurons in the original layer for (12), and the recursive formula (14)

n+l)

calculates the values 55.") with the help of neurons (n+1)-th 5,5 layer, and then after (15) the weight of the

neural network changes.
4. Adjustment of weighting coefficients of the network: w,_.(/.") = —wl_.(].") + Am.j") .

5. The target function for (6) is calculated, and if it is relatively small, we can assume that the neural
network has successfully passed the training procedure. Otherwise, we proceed to step 2.

Let's consider the solution of the task of controlling the technical condition of the aircraft engine TV3-
117 with the use of neural network technologies [19]. It is believed that all possible states of the engine can be

divided into two classes S, and S, , which combine some states close to each other according to certain integral

indicators. Here, the S, class includes all the proper states of the engine, and the class S, combines all the
faulty states that are characterized by the presence of at least one defect in its work. It is necessary by the results
of a limited number of measurements of the vector of the initial parameters of the engine Y(1,), ¢, €T (where #; —

discrete moments of time; 7 — interval of observation), to make a decision on the belonging of the engine to one
of the specified classes of states.

The solution of this problem in general is reduced to finding a separate function (hypersurface) in the
space of controlled parameters of the engine. To solve this problem we apply an approach based on the
construction of this decisive rule with the help of a neural network.

The basis of the proposed method is the construction of reference (averaged) model of the engine
obtained by the results of flight (or bench) tests of the engine, which is stored in the neural network basis as its
information “portrait”. In the process of controlling the technical condition of the aviation engine the
measurement of its parameters is carried out; Then the metric describes the difference in the characteristics of a
particular (individual) engine and reference (neural network) engine model, and the size of this metric is made
decision about the actual state of the engine under investigation.

The idea of the investigated algorithm for controlling the technical state of the engine is as follows: the
engine state is a point in the space of controlled parameters yi, ys,..., ¥, (in this work, n = 4). To assess the
engine's efficiency, that is, the conformity of its characteristics to the requirements, it is necessary to calculate
the distance from this point to the reference point corresponding to the reference (normal) engine. If this
distance is zero, the technical state of the engine coincides with the reference; the larger the value of the
specified distance, the greater the difference between the characteristics of the controlled and reference engines.

As estimates of the metric distance (metric), known in the literature on mathematical statistics and
cluster analysis, one can distinguish the following:

1. The Euclidean metric:

a= S0 1)

. . ref .
where y; — measured value of the i-th parameter of the engine; );  — reference value of this parameter,

calculated using the neural network.
2. Metropolitan Chebyshev:

d= max|yi _yimf

. a7

The physical meaning of the metric (16) consists in the fact that it characterizes the mean square
deviation in the exits space between the object and its reference model, and the metric (17) characterizes the
greatest deviation between these outputs.
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Let’s consider the features of the solution of the task of controlling the technical condition of the aircraft
engine TV3-117. As the initial data are considered such as, data obtained during the flight test of the engine at
various temperature values 7;, K and pressure Py, mm of mercury environment. Table 1 shows the parameters of

the reference (well-known service) engine, which are brought to relative (dimensionless) values; To =1 and

P, =1 correspond to the parameters T = 288 K and P, = 760 mm of mercury.

Table 1
Parameters of the reference engine
T ) " T, P,
1,000 0,951 0,867 0,749 0,255
1,012 1,011 0,894 0,787 0,305
1,005 0,974 0,930 0,809 0,312
1,026 0,974 1,000 0,894 0,353
1,000 0,990 0,858 0,743 0,271
1,022 0,973 0,798 0,721 0,209

Table 2 shows the data of engine flight tests, which are further processed by the neural network and the

results of their processing, the last decision on the results of control of the aircraft engine is made.

Table 2
A fragment of the engine TV3-117 test data, analyzed using a neural network

* L B " T B
1 1,029 0,993 0,827 0,766 0,238
2 1,029 0,995 0,826 0,766 0,239
3 1,022 0,997 0,816 0,748 0,234
4 1,015 0,980 0,819 0,743 0,230
5 1,040 1,041 0,829 0,755 0,250
6 1,008 1,023 0,797 0,740 0,240
7 1,000 1,016 0,796 0,712 0,237
8 0,995 1,015 0,805 0,711 0,243
9 1,000 1,031 0,825 0,726 0,262
10 1,000 0,997 0,844 0,743 0,272

The results of the conducted research show that in order to construct a standard model based on the
neural network, the structure of the neural network, the three-layer perceptron (fig. 8), which has two inputs
(values of environmental parameters — 7; and P;), optimal for complexity is required, 12 neurons in the hidden
layer and 3 neurons at its output.
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Fig. 8. Graph of the dependence of the error of training the neural network
on the number of neurons in the hidden layer
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When solving a given problem, the calculation of the metric distance for (16) and (17) as a function of
the development of aviation engine, in order to assess the degree of performance of its performance compared
with the reference engine, throughout the test time.

The received schedule of change of the metric distance d depending on the progress of the aircraft
engine TV3-117 is shown in fig. 9, where 1 is the Euclidean distance calculated by (16); 2 — Chebyshev distance,
calculated in accordance with (17).

0.25
0: ;r.|:

1,
0.15 ~ 2

0.1 /N

O:O‘J i W/ ¥ B

0 25 50 75 100 125
—— Euclidean metric Metric Chebyshev

Fig. 9. Results of control of technical condition of aircraft engine TV3-117
The decision-making process on the technical state of the engine as a result of controlling its parameters

can be carried out on the basis of fuzzy logic, while the functions of accessory (fig. 10) are appointed expertly;
R — the decision on the serviceability of the engine is issued in the form of coefficients of confidence.

w(d)
A

? a ar

D=D"
Fig. 10. Functions of the belonging of the linguistic variable D

The decisive rule, on the basis of which the decision is made on the correctness of the engine, has the
following form:

{Sa, if d =S (Small);
= (18)

|8, if d = L(Large).

The final decision on the technical condition of the aircraft engine is taken by the expert taking into
account the values of the confidence coefficients (for example, in fig. 10, the value of a; means the confidence
coefficient of implementing rule 1 in (18); a, is the same value for the 2nd rule).

Conclusions
Thus, based on the obtained results, we can make the following conclusions:
1. The application of neural network technologies is effective in solving a wide range of poorly
formalized tasks, one of which is the task of controlling the technical condition of the aircraft engine TV3-117.
2. The advantage of neural networks in their application in the tasks of control and diagnostics of the
technical condition of the aircraft engine TV3-117 is the ability to work with small training samples, the
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appointment of soft tolerances, using the experience of experts to assess the technical condition of the aircraft
engine TV3-117, which is important in conditions of incompleteness of information.
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