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Abstract. Cooperative behavior is understood as a community of agents who decide to cooperate to reduce the average
weighted fines to solve a task or achieve a certain goal, in our case, synchronize the lightning.

The problem of forming cooperative behavior is intensively investigated in modern scientific literature on the use of
multi-agent systems, for example, for distance learning, management of organizational systems, the construction of
various virtual organizations and communities, management of distributed computing, management of public institutions
and socio-economic processes, and others.

In this paper an actual theme of optimal policies in games with local interaction is considered, the stimulating training
of multiagent systems in gaming is considered.

The purpose of this work is to consider the method of constructing a system with local interaction of agents based on
the task of "synchronization" with the help of the Markov model of stochastic game.

The research method is a computer program for modeling a task using the Q-method of training. Formation of
coalitions in multiagent systems is formulated as a competitive or cooperative task of assigning an object to one of the
clusters. The problem of solving such problems is the theory of games, and in the conditions of uncertainty the theory of
stochastic games. In this regard, from the scientific and practical point of view, the use of stochastic game methods for the
formation of coalitions under conditions of incomplete information is relevant. The decision of the stochastic game is to find
policies for agents that maximize their winnings to provide a certain collective balance of interests for all players. To find
optimal players' policies under uncertainty, we will use the method of stimulating learning.

The result is a developed game model that provides a dynamic MAS self-organization, which manifests itself in the
rhythmic change of pure agent policies that mimic the light effects of the colony of fireflies. A characteristic feature of the
considered game self-organization is locally defined information about the policies of the behavior of neighboring agents,
which as a result of learning leads to global coordination. policy of all agents.
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The scientific novelty of the obtained results consists in the development of a gaming model, the effectiveness of the
game self-organization of the MAS policies for solving the decision-making problem in systems with co-operative behavior
of agents under uncertainty has been determined. The repetition of the values of the characteristics of the game in various
experiments with unique sequences of random variables confirms the reliability of the results.

Results can be used in practice to model the dynamics of social processes, management of social Internet services in the

Internet and others.

Key words: multiagent system, stochastic game, adaptive gaming method, Q-method.

Introduction. Core functionality of most modern
information systems (IS) is based on strictly programmed
algorithms. Due to unforeseen environmental influences on
such systems, stability of operating modes may be affected,
which may lead to various types of emergency situations. In
order to prevent critical states, distributed IS software
should consist of interacting autonomous modules, be
intelligent, able to independently monitor changes in the
state of the environment and make right in-time decisions.
The IS agent is an autonomous software module with
elements of artificial intelligence that is able to make
decisions on its own, interact with the environment, other
agents and user while solving the task. Interaction of IS
agents is carried out within the computer network. A
population of computer network agents that solve a
common task is called the multi-agent system (MAS).

The work of MAS [2, 3], as a rule, is carried out in a state
of uncertainty about the state of the environment, decision-
making and the actions of other agents[4]. In connection
with this policy of conduct, agents must be adaptive due to
the ability of agents to self-study. Among methods of
teaching in conditions of uncertainty methods based on
incentives [5, 6] showed the best results since they do not
require a mathematical model of the environment and
provide a possible decision directly in the learning process.
The basis of encouraging training incude mechanisms of
reflex behavior of living organisms with the nervous system.
An effective method of encouraging learning is the marking
of Q-learning [7], which performs the numerical
identification of the characteristic system of a dynamic
system in the state of action space. As the characteristic
feature used, uses the functional expected remuneration.

Compared to single-agent systems, the structure,
operation and research of multi-agent Q-learning methods
are significantly complicated. Due to the collective
interaction of agents, the stationary environment is
translated into non-stationary. States changes of the

environment and the value of the wins of each agent
depends on the actions of other agents. In the general case,
the MAS agent can not achieve the maximum winnings
which is equal to its winnings in a single-agent system. The
optimal benefits of agents must be balanced and meet the
criteria of benefit, equity, and equilibrium. So, instead of
scalar maximizing the benefits of a single-agent system, the
criteria for vector maximization of MAS wins are introduced,
for example Nash equilibrium, Pareto efficiency or others.

Under conditions of use of Q-learning methods MAS
there is an iterative construction of the system of
characteristic Q-functions in the space of state-action, and
the growth of the elements of these functions is carried out
in the direction of achieving their collective equilibrium.

The purpose of the work is to construct an iterative
method of incentive training for solving a stochastic MAS
game under uncertainty. In order to achieve the goal, it is
necessary to develop a multi-agent stochastic game model,
determine the criteria for collective equilibrium, the
method and algorithm for solving the game problem.

In order to create an MAS it is necessary to perform
preliminary research on the basis of mathematical models
that enable to study the dynamics of the system under
uncertainty conditions, to construct the policies of the
behavior of agents that provide optimal parameters for the
functioning of the system. Taking into account the
peculiarities of the subject area, namely, multi-agency,
uncertainty of the decision-making environment,
antagonism or competition of goals, communicative,
coordination of actions, adaptive strategies of agents, for
the construction of MAS models we use the mathematical
apparatus of the theory of stochastic games [6, 7].

The solution to a stochastic game is to seek out strategies
of agents that maximize their winnings so as to provide a
certain collective balance of interests for all players. To search
optimal strategies of players in conditions of uncertainty we
will use the method of encouraging learning.
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The object of research is the processes of self-
organization of multiagent systems under uncertainty,
aimed at achieving the coordinated work of the constituent
elements of multiagent systems due to the properties of
self-study and adaptation, which results in the fact that the
distributed system of elements functions as a coherent
harmonious organism.

The subject of this work is a stochastic game model of
the self-organization of multi-agent systems, which
provides a balance of the values of payment functions of
the team of players and is manifested in the achievement
of coordinated strategies of agents.

The purpose of the work is to build a gaming model of
self-organization of multi-agent systems to support
decision-making under uncertainty. This goal is achieved by
solving next problems: developing a mathematical model
of multi-agent stochastic game; development of self-
learning method and algorithm for solving stochastic
game; development of software for simulation of stochastic
game; analysis of the results and recommendations for
their practical application.

To achieve the goal, it is necessary to analyze and solve
the following problems: collective development and
decision making; ensuring coordination and cooperation in
the IAU; exploration of the states of the MAS functioning
environment; definition of optimal structural organization
of MAS; development of methods and means of multi-
agent training; development of methods, languages and
means of communication agents. The research method is a
computer program for modeling a task. The research
method is a computer program for modeling a task.

The ideas of the article P.0. Kravets [1] "The game
model of self-organization of multi-agent systems" were
used, which considers the main properties of the MAS and
the connection of the task of "simulating the synchronized
rhythmic glow of colony of fireflies" from MAS. The purpose
of modeling is to determine the conditions and
mechanisms of local coordination of agents, for the self-
organization of MAS. To do this, we need to solve the
following tasks: build a model of the game, develop a
method and algorithm for solving, and execute computer
simula tion software to identify the coordination and self-
organization of the MAS.
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Figure 1. lllustrations of the experimental environment and some of the considered tasks, including: a) cooperative
communication, b) predator-victim, c) cooperative navigation, d) physical deceit.

Cooperative behavior. To carry out experiments, we
use a well-grounded communication environment
consisting of N agents and L milestones that inhabit a two-
dimensional world with continuous space and discrete
time. Agents can do physical actions in the environment
and communication actions that are passed to other
agents. We do not assume that all agents have the same
space of action and observation, or act on the same policy
m. We also consider games that are cooperative (all agents
must maximize joint return) and competitive (agents have
opposite goals). Some environments require explicit

communication between agents to achieve the best
rewards, while in other environments, agents can only
perform  physical activity. Information about each
environment is listed below.

For the construction of MAS it is necessary to perform
preliminary research on the basis of mathematical models
that enable to study the dynamics of the system under
uncertainty conditions, to construct policy of agents
behavior, which provide optimal technical and economic
parameters of the system's operation. Taking into account
the peculiarities of the subject area, namely, multiagency,
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uncertainty of the decision-making environment,
antagonism or competition of goals, communicative,
coordination of actions, adaptive strategies of agents, for
constructing MAS models we will use the mathematical
apparatus of the theory of stochastic games. The solution to
a stochastic game is to seek out strategies of agents that
maximize their winnings so as to provide a certain
collective balance of interests for all players. To search
optimal strategies of players in conditions of uncertainty
we will use the method of encouraging learning.

Mathematical model of stochastic game. Average
loses of agents

6L({r,ull)) = % YL VieD (1)

characterize the quality of the game at time .

Vi € D limy,, n* M{[6} — Vi(pDi*]z} < oo,

The condition of complementary non-rigidity, weighed
by the elements of the vectors of mixed strategies,

diag(p;) (Vini () -

where diag (p;) is a square diagonal matrix of order
N;, constructed of elements of the vector p;.

[uh

$n=4 ZSED L

where E,ileRl; A€[0; 1] - weight coefficient; Di is

the set of neighboring agents corresponding to the Figure 2

bonds; Li=|Di| - number of neighboring agents; 1}~ clean

policy with binary meaning; wZ- inversed value of pure

strategy; i, ~Normal (0, d) - white Gaussian noise,

normally distributed random value with zero expectation
and dispersion d> 0.

The first component of expression (5) defines a penalty

for violating the spatial (reciprocal) coordination of player

pn(11)

prll (NU 1)

i

Pn =

—up| i
: +(1_A)|un_un—1| +.unr

The purpose of each agent is to minimize their own
average loses function:

lim,,_,o, 6% — ming,i, Vi € D. )

The task of the stochastic game lies in the fact that
agents are based on observing current losses {£}}, must
learn to choose a clean policy {1, }so that with the course
of time n = 1,2, ... ensure fulfillment of the system of
criteria (2).

To solve the problem (2), it is necessary to determine the
method of forming sequences of clean policies {1}, } in time
that ensure the fulfillment of condition (4) due to the
asymptotic adequacy of the functions of average payoffs (3).

The value of the function 8} for the average player
losses is approaching the values of the I/ functions of the
average loses of the matrix game:

(3)

describes the game's solutions in both mixed and pure
strategies:

eMiVi(p)) = 0,vi €D, )

The current losses of agents will be determined as a
penalty for violating the spatial and temporal coordination
of strategies:

(%)

strategies within a subset of D;; the second component is a
fine for violation of time coordination in two consecutive
moments of time, and the third component defines the
action of random noise in the form of white noise.

Taking into account the magnitude of the period 7= N;
of the dynamic self-organization of the MAS, we construct
the sequences of pure strategies with the desired properties
on the basis of the matrices of the probabilities of
transitions between the pure policies {1} of the agents:

prll(lJ Nl)

o ,Vi € D.
pn(1N;, N;)

(6)
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The matrix lines pL. are the mixed strategies of the The game begins with uninformed mixed strategies
i player if he chose a clean policy ul, € U%. Lines pi(j.k) = Nil j,k = 1...N;. To adapt the formation of the
elements pr(j. k) are conditional probabilities of distribution of random strategies that minimizes the average
choosing clean strategies depending on the current |osers (1) of all players, the probability of choosing strategies
version of action % and the resulting loss &5. Let's  with less losers should increase over time n=1,2....

assume that the selected clean strategies match the Taking into account (4), we obtain the following
agent's states. Then p/, (6) is a matrix of probabilities  recursive method of changing the vectors of mixed
of changing agent states. strategies:

Phs = ey, (Phun) — Vi [e(ul) — phCun)]}, Vi € D, 0

where p, (u,,) - mixed policy of i-player in a state  sequence of positive quantities that governs the
u, € UY; m, - design operator for asingle £ -simplex  expansion rate of the € -simplex.
Sévi c SMi(11), which is a subset of the unit simplex The study of the convergence of the method (11) will
SNi;y. > 0 - a monotonically decreasing sequence of  be performed in the class of monotone sequences {y;,} and
positive quantities that requlates the size of the step of  {€n}-
the method; ep> 0 is a monotonically decreasing

Im=y(n+a)% a>0; e =en+p)F p>0. (8)
The convergence of the method (11) is observed: mixed strategies based on the processing of current
1) with probability 1, ifa € (0.5; 1); B> 0; losses.
2)intherms, ifa € (0,1); >0 Based on the current distribution of probabilities

Method (7) provides an adaptive selection of agents p,il(un"), the agent carries out a random selection of a
for clean strategies through the dynamic rebuilding of  (lean policy Vi € D.

ul = {@ = argmin, Y%_, p5(, k) > w(j,l = 1..N)}, 9)
where we [0,1] is a random variable with uniform where L=|D|- number of players;
distribution. 2) spatial coordination coefficient of player strategies:
So, if at time n the agent is in a state uil then based on
a mixed strategies py(u,) it choose clean policy K, = % ry Y xCsen,[ub — ui|=0),
upaccording to (3), for which, by the time t +7, the
current loss is .received &L which uses to calculate the where y€{0,1} - indicator function of the event;
mixed policy py, 41 (u,) according to (7), after which it Example modeling. For an example, consider a
becomes a new state u, ., = uj. stochastic game model of self-organizing fireflies from the
Evaluating the effectiveness of the game self-  Lampyridae family that lead a nightlife in tropical regions
organizing MAS will perform on the following indicators: of the world. Males of these insects for attracting females
1) Average loss function or game price: launch a mechanism of luminescent radiation of their
abdomen. Self-organization is manifested in the
0. = lzL oi emergence of the phenomenon of rhythmic synchronized
L AR glow throughout the colony of males.
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Modeling the behavior of fireflies will be done using
a stochastic game of agents, each of which can be in one
of two states ul,€{0,1}, where 0 indicates absence,
and 1 - presence of glow.

We solve the stochastic game of two agents with two
clean strategies in a two-state environment. The matrices
of the average winnings of such a game are given in the
table.

Table 1.
Matrices of the winnings agents
state strategie agents 1 agents 2
- (51, U2[0]) | mp(s1,up[1]) | mp(s1, Up[0]) | o(sy, up[1])
S1 (51, u4[0]) 0.5 0.2 0.4 0.1
(s, uq[1]) 0.6 0.7 0.1 0.9
- T5(S2, Uz [0]) | 5 (s, up[1]) | p(S5,uz[0]) | 5 (S2, up[1])
S 11 (S5, u41[0]) 0.9 0.2 0.4 0.6
,(S,, uq[1]) 0.2 0.9 0.6 0.8

Each agent can observe the states of neighboring
agents and change their own state so that the actions can
be as close as possible to their neighbors. The structure of
the relationships between agents is depicted in Figure 2.
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Figure 2. Model of stochastic game "Firefly"

The reqular structure of the game is given by the
number of agents [ = m*m, m>2, subsets of the
neighboring agents D; and the number of clean strategies N;
=N=2i=1.L

The dynamics of the process of self-organization
consists of spatial and temporal coordination of the
strategies of agents. Spatial coordination is to observe the
ratio of agent strategies in locally defined areas of D, N; as

shown in Figure 2. Time coordination is determined by
observing the ratio of agent strategies over time 7= 2.

In game terminology, spatial coordination will consist
in choosing the same values of players' pure strategies at
fixed moments of time (agents try to repeat each other's
actions), and time coordination - in changing binary
strategies to opposite values at two consecutive moments
of time. The result of the self-organizing of agents is the
inverse change of the matrices of binary clean strategies
[0]wm-[1]wm-[0]mem~[1lm*m - in time that simulates the
rhythmic glow of the colony of fireflies:

. 1
Pt (un) = 2 ol

Such a change is provided by the matrix of trained
mixed strategies agents with identical initial states.
Algorithm for solving a stochastic game
1. Set the initial values of the parameters:
n =0 - the initial time;
L=|D |- number of players;
N - the number of players' pure strategies;
Ui=(u 1], u' [2], ..., u"[N]), i = 1..L - vectors of
pure player strategies;
po=(1/N, .., 1/N),i=1.L- initial mixed
player strategies;
y> 0is the parameter of the learning step;
a € (0,1) - the order of the learning step;
€ is the parameter of the € -simplex;
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B> 0 is the order of the expansion rate of the ¢ -
symplex;

— d> 0-dispersion of noise;
— max n - maximum number of steps of the
method.

2. Select action options u', €U;, i = 1..L according to (9).

3. Get the value of current losses &%, i = 1..L according
to (5). Current values of Gaussian white noise are calculated
by the formula, where w € [0,1] is a real random number
with uniform distribution law.

4. Calculate the values y,, € of the parameters yn, €n
according to (8).

5. Galculate the elements of the vector of mixed
strategies pin, i = 1..L according to (7).

a)

6. Calculate the quality characteristics of the decision
making 6n (10), Kn (171).

7. Specify the next time point n: =n +1.

8. If n <nmax, then go to step 2, otherwise - end.

Thanks to the local coordination of the strategy of
agents, this solution ensures the self-organization of the
MAS "firefly". Each player watches the actions of neighbors
and gets their own losses through non-matching, which
forces him to dynamically choose strategies with less fines.
The dynamic selection of strategies transforms locally
coordinated actions of players into global coordination of
the game, when the team of players behaves as a holistic
organism.

b)

Figure 3. a) in the learning process b) self-organized agents

Conclusions. The developed game model provides a
dynamic self-organization of the MAS, which manifests
itself in the rhythmic change of the pure agent strategies
that simulates the light effects of the colony of fireflies. A
characteristic feature of the considered game self-
organization is the locally determined collection of
information about the strategies of the behavior of
neighboring agents, which as a result of learning leads to
global coordination. strategies of all agents.

The generation of sequences of clean strategies with
the required properties is provided by random distribution,
built on dynamic mixed player strategies. The calculation of
mixed strategies is carried out using the adaptive recurrent
method obtained on the basis of the stochastic
approximation of the complementary non-rigidity
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condition, which describes the collective solutions of the
game satisfying the equilibrium condition according to
Nash.

The effectiveness of the game self-organization of
MAS strategies was studied with the help of the
functions of average losses, co-ordinates and norms of
deviation of dynamic mixed strategies from optimal
values. The decline of the function of average losers and
the function of rejection of mixed strategies, the growth
of co-ordination factors indicate the convergence of the
game method and the entry of MAS into self-
organization. Repeating the values of the game's
characteristics in various experiments with unique
sequences of random variables confirms the reliability of
the results.
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MOJLENIOBAHHA KOOMNEPATUBHOI NOBEAIHKN B MYJIbTUATEHTHUX CUCTEMAX

Anortauis. Mig KoonepaTuBHOK NOBEAIHKOI PO3YMiloTb CMINLHOTY areHTiB, AKi ANA 3MEeHLIEHHA (epefHbO3BAXKEHNX
wTpadis BUpiLLyOTL CNiBNpaLioBaTy, 06 po3B’A3aTi NOCTaBeHy 3aaady abo JOCATTI NEBHOI METH, B HALLOMY BUMAAKY
CMHXPOHI3YBATH CBITiHHA.

[pobnema GpopmyBaHHA KoonepaTUBHOI NOBEAIHKN iHTEHCUBHO AOCIAXKYETbCA Y CyYacHiil HayKOBIi NiTepaTypi i3 3a-
(TOCYBaHHA MYNbTUAreHTHUX CMCTeM, HanpuKnag, And AUCTAHLINHOM0 HaBYaHHA, KePYBaHHA OpraHi3aLiiiHUMu cucTema-
M, No6y0BM Pi3HOMAHITHIX BipTyanbHUX OpraHi3aLliil Ta CNinbHOT, KepyBaHHA PO3NOAINEHUMI 06UMCNEHHAMM, Kepy-
BaHHA CYCNiNbHUMM IHCTUTYTaMI Ta CYCNiNIbHO-EKOHOMIYHAMM NPOLIECAMM Ta iHLLIVX.

Y Aaniit poboTi po3rNAHYTO akTyanbHy TeMy ONTUMANbHUX CTPATeriil B irpax 3 OKaNbHOK B3aEMOAIEN, PO3rNAHYTO
CTUMYAIOKYE HABYAHHA MYNIbTUAreHTHUX CUCTEM Y irpOBIil MOCTAHOBL.

Metoto gaHoi pobotin € po3rnaa meTody nobynoByM CUCTEMN 3 NIOKANbHOK B3aEMOZI€I0 areHTiB Ha OCHOBI 3aBJaHHA
«CUHXPOHi3aLii» 32 JOMOMOroI0 MapKOBCbKOT MOAeNi CTOXaCTUYHOI Fpu.

MeToza gocnigeHHs - KoMn'loTepHa Nporpama AnA MOAENIOBaHHA 3aBAAHHA 3 BUKOPUCTaHHAM Q-MeTOAY HaBYAHHA.
(DopmyBaHHA KoaniLiil y MynbTUAreHTHUX CUCTeMaX POPMYMIOETbCA AK KOHKYPEHTHa abo KoonepaTBHA 3ajiaya 3apaxy-
BaHHA 00'eKTa 10 0AHOTO i3 KnacTepiB. Po3B'A3yBaHHA NOAIOHIX 3aaU BUBYAE TEOPiA irop, a B yMOBaX HEeBIU3HAUEHOCTi —
Teopif CTOXaCTUYHMX irop. Y 38'A3KY 3 LMM 3 HAYKOBOI Ta NPAKTUYHOT MO3ULN akTyabHe 3aCTOCYBaHHA MeTOIB (TOXaC-
TUYHKX irop AnAa GOpMYBaHHA KoaniLiit B yMoBax HeNMoBHOTYM iHPopMaLlii. PiLueHHA CTOXacTUYHOI Fpyu NONAra€ B NOLLYKY
CTpaTeriil areHTiB, AKi MaKCMMIi3ylTb CBOI BUrpaLLi, 1106 3abe3neynti NeBHUIA KONEKTUBHMIA 6anaHC iHTepeciB AnA BCiX
rpaBuiB. [ina NowwyKy ONTUMAnbHUX CTPaTeriil rpaBLiB B yMOBaX HEBM3HAUEHOCTi byemo BUKOPUCTOBYBATM MeToA CTH-
MYNOBAHHA HABYAHHS.

Pe3ynbTatom € po3pobneHa irpoBa Mogenb, Aka 3abe3neuye AnHamiyHy camoopratisauito MAG, Wwo npoABNAETbCA B
PUTMIYHIi 3MiHi YNCTX CTPATEriil areHTiB, AKI iMITYHOTb (BITNOBI edeKTI KOMOHIT CBITNAUKIB. XapakTepHOlo 0cobnmBicTIO
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PO3rNAHYTOI CAMOOpraHi3aLii rpu € NOKaNbHO BU3HAuYeHa iHGopMaLlia Npo CTpaTerii NOBeAIHKM CYCifHIX areHTiB, AKi B
pe3ynbTaTi HaBYaHHA NPU3BOANTb A0 FNOOANBLHOI KOOPAMHALIT. CTpaTerii BCiX areHTiB.

HaykoBa HOBW3Ha OTPUMaHMX pe3ynbTaTiB nonArae B po3pobui irpoBoi MoAeni, BU3HaueHi edpeKTUBHOCTI irpoBoi Ca-
moopraHi3auii crpateriit MAC ana po3B’A3yBaHHA 3aJaui NPUAHATTA pilleHb B CACTEMAX 3 KOOMEPaTUBHOK NOBEJIHKOK0
areHTiB B yMOBaxX HeBU3HaueHoCTi. [l0BTOPHICTb 3HaUeHb XapaKTepuUCTUK rpi B Pi3HUX eKcnepuMeHTax 3 YHiKanbHUMI
NOUTiA0BHOCTAMY BUMAJKOBIX BENUYMH NIATBEPAMKYE NOCTOBIPHICTb pe3ynbTaTis.

Pe3ynbTaTi MOXyTb 6yTU BUKOPUCTaHI Ha NPaKTAL ANA MOAENOBAHHA AMHAMIKN COLianbHIX NPOLECiB, KepyBaHHA
COLlianbHUMM iHTEpPHET-CepBicamin y Mepexi iHTepHeT Ta iHLLKX.

Knroyoei cnosa: mynemuazeHmua cucmema, cmoxacmuyHa 2pd, adanmugHudi i2poguti memod, Q-memao.
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MOJEJIMPOBAHUE KOOIMEPATMBHOIO NOBEAEHUA
B MYJIbTUATEHTHbIX CUCTEMAX

Moa KoonepaTUBHLIM MOBEAEHUEM NOHUMAIOT AEATENbHOCTb MHOXKECTBA areHTOB, KOTOPbIE ANA YMEHbLLIEHUA Cpes-
HEeB3BELLEHHbIX LTPAdOB PELLAT COTPYAHNYATD ANA PELLEHNA NOCTABNEHHOIA 3a[aUM N AOCTUYb ONpPeeneHHON Lenw,
B HalleM CTyyae CUHXPOHU3MPOBATb C(BeveHue. Mpobnema GopmuUpoBaHUA KOOMEPATUBHOTO MOBEAEHUA UHTEHCMBHO
NCCNelyeTca B COBPEMEHHOI HayuHOI TepaType No NPUMEHEHNI0 MyNbTUATEHTHBIX CUCTEM, HanpUMep, ANA ANCTaHLK-
OHHOO 00yYeHNa, yNpaBNeHNA OPraHM3aLNOHHBIMU CUCTEMAMU, NOCTPOEHUA Pa3NIMUHBIX BUPTYabHbIX OpraHu3aLuii 1
€0061LeCTB, yNPaBNEHNA pacnpeAeneHHbIMI BbIUMCTEHUAMM, YIPABNEHNA 06LLeCTBEHHBIMI MHCTUTYTAMIA U 06LLECTBEH-
HO->KOHOMUYECKMMU NMPOLIECCAMN 1 ipYTOe.

B naHHoil paboTe paccMoTpeHa akTyanbHas Tema ONTUMANbHbIX CTPTeryil B Urpax ¢ NOKaNbHbIM B3aUMOAeNCTBIEM,
PacCMOTPEHO CTUMYNMpYHoLLee 06yueHIe MyNbTUATEHTHBIX CUCTEM B UTPOBOIA MOCTAHOBKE.

Llenbto faHHOIA paboTbl ABAAETCA PAaCCMOTPEHME METOAA MOCTPOEHUA CMCTEMbI C IOKAbHBIM B3aUMOAENCTBIEM
areHTOB Ha OCHOBE 3aaHNs «CMHXPOHM3ALMI» C TOMOLLbH MApKOBCKOI MOENH CTOXACTUYECKOI UTpbI.

MeToz uccnenoBaHua - KOMMbloTepHas NporpamMma Ana MoAenupoBaHIUA 3afaun ¢ ucnonb3osanuem Q-metoda 06y-
yeHuA. DopMMPOBAHNA KOANMLNIA B MYNIbTUAreHTHbIX CUCTeMax GOPMYNMPYETCA Kak KOHKYPEHTHAA WK KoonepaTuBHas
3aj1aua NpucoeanHeHNa 00beKTa K 0AHOMY U3 KacTepoB. PelueHine Nofo6HbIX 3a3ay U3yyaeT TeOpUa Urp, a B YCIOBUAX
HeonpeaeneHHOCTY - TEOPUA CTOXACTIYECKUX UTpP. B cBA3M C3TUM C HayuHOIi 1 NPAKTUUECKOI MO3MLMIA aKTyanbHO Npume-
HEHUe METOAOB CTOXAcTUYeCKX Urp AnA GOPMMPOBAHUA KOANULMIA B YCIOBUAX HENONHOTHI HdopMaLmi. Pewenne
CTOXACTUYECKOI Urpbl 3aKNIOYAETCA B MOUCKe CTPATeriii areHToB, KOTOpble MaKCUMU3MPYIOT CBOM BbIUFPbILLH, YTOObI
obecneunTb onpefieneHHblii KONNEKTUBHDII banaHC MHTEPeCoB ANA BCeX UrPOKOB. [l MOMUCKA ONTUMANbHBIX CTpaTeruii
UTPOKOB B YCNOBHUAX HEOMPEAENEHHOCTI bYIEM UCMOb30BaTb METOA CTUMYIMPYIOLLET0 00YYEHNS.

Pe3ynbTatom ABAAETCA pa3paboTaHHas UrpoBaa Modenb, KoTopasa obecneunBaeT MHAMUYECKyo CAMoopraHu3aLmm
MAG, uTo NpoABNAETCA B PUTMUYECKOI CMEHE UNCTbIX CTPATEruii areHToB, KOTOpble UMUTUPYIOT CBETOBbIE IGDEKTbI KO-
JIOHUI CBET/IAYKOB.

HayuHas HOBWM3Ha MoNyYeHHbIX Pe3ybTaToB 3aK/i0YaeTca B pa3paboTke UrpoBOi MOAENH, onpeaeneHun SdeKTuB-
HOCTV MrpoBOil camoopranu3aum crpaternit MAC Ana pelueHna 3agaui NpUHATUA peLLeHnii B cACTeMax C KoonepaTuB-
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HbIM NOBEAEHNEM alr€HTOB B Yy(NOBUAX HEONPEAENEHHOCTL. HOBTOPHOCTb 3HaueHuit pe3ynbTatoB C&MOOﬁWEHVIH areHToB
B urpe co CJ'IW&VIHbIMI/I nocneaoBaTeNbHOCTAMI HaYalbHbIX CTpaTeFMVI NOATBEPXAAET OCTOBEPHOCTb PE3YNbTATOB.

Pe3yanaTb| MoryT ObITb 1UCNONb30BaHbI Ha NpakTuke AnAa mMoaennpoBaHuA AWHAMWUKKU COLMaNbHbIX NPOLECCOB,

yNpaBeHMA COLMANbHBIMU UHTEPHET-CePBICAMM B CETU UHTEPHET U ApYruX.

B w

Knioyegole cnoea: MYyJibmuazeHMHaAA cucmema, cmoxacmudyeckas uepa, Memo0 adanmueHbixX uep, Q-memoo.
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