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Abstract. Context and objective. The purpose of the paper is research and development of font visual classification sys-
tem, that will allow users to work with fonts more effectively. That includes: select the required font using preview, apply
various filters and font management tools. With the help of classification system users will be able to search fonts by slope,
basic style and weight according to their actual representation avoiding the problem of incorrect sub-family styles names.

Research methods. In this paper the basic approaches of fonts classification with relevant advantages and disad-
vantages were described. After analyzing the approaches, it was decided to apply neural network that takes the images
with font symbols as input. Neural network selects patterns (filters, features maps), to be considered in classification pro-
cess based on the teacher’s correct answers. Possible use of alternative fonts classification techniques was suggested, and
the main related problems were described.

Results. Computer fonts classification system driven by convolutional neural networks, that allows to classify fonts by
slope, basic style and weight according to their graphical representation, was developed. Percentage of fonts that were
correctly classified by the system is: in determining slope — 96%, in determining basic style — 92%, in determining
weight — 91%.The developed system can be applied to solving fonts classification tasks as an assistance tool for determina-
tion of digital documents structure, and as font selection system for design creation. Based on results, it may be concluded
that neural networks were successfully applied to the fonts classification problem solving.
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The scientific novelty and practical significance. In the work were investigated the main approaches to the dlassification
of fonts, analyzed their advantages and disadvantages. The effectiveness of mulilayer perceptronsand convolutional neural
networks were tested. Experimentally revealed the most optimal parameters of the models of neural networks.

A visual font classification system that works on convolutional neural networks was developed and integrated into the
font organizer. Control tests were carried out confirming the high accuracy of classification of the developed neural network

models.

Keywords: machine learning, convolutional neural network, font classification, image classification.

Introduction. The computer font is a file that contains
description of a set of alphabetical, digital, reserved and
pseudo-graphic characters and serves for displaying these
characters (particularly, the text) by the program or the
operating system. Every font has its weight (100-900),
slope and one of the basic typefaces: Serif, Sans-Serif,
Script, Decorative. There is an enormous number of fonts,
however there is not a single standard of their classifica-
tion. Fonts with a common subfamily name often consider-
ably differ one from another by weight as much as by slope.
In some cases, when development of all types of weight is
not needed, the authors of the font families make so called
“shifts”, when actual weight of the font corresponds to
another weight. Also, after developing the single font in
the sub-family, author names it Regular regardless of the
font type.

The lack of the standard causes the problem of font
search and selection. For example, when searching the font
by style Reqular, the results may contain fonts more similar
to Black or even Thin Italic.

Problem definition. The purpose of the paper is re-
search and development of font visual classification system,

original image

that will allow users to work with fonts more effectively.
That includes: select the required font using preview, apply
various filters and font management tools. With the help of
classification system users will be able to search fonts by
slope, basic style and weight according to their actual rep-
resentation avoiding the problem of incorrect sub-family
styles names. Developed system must correctly classify >=
90% of fonts.

Problem solution. Classification problem consists of
3 sub-tasks: recognition of “basic” slope, classification by
weight, classification by style.

To determine the font’s weight it is possible to apply a
simple approach: one can calculate the number of black
pixels in the image and assign font by this sum to the clos-
est class (by the average value).

However, during the fonts analysis the fonts with
weight that depends on image edges rather than number
of black pixels were found. Those are outlined fonts with
edges being hollow inside. Given that to solve this issue
Edge Detection methods could be used, the attempt was
made to apply them. The result of symbol image processing
using convolutional matrix is shown in Fig. 1.

edge-detection image

Fig. 1 - The result of symbol image processing using Edge Detection convolutional matrix
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The study shows that used methods are not suffi-
cient since they don't consider the symbol’s width.
Also, some fonts have combined edges that are diffi-
cult to interpret, therefore these fonts can be classified
only based on patterns of human perception of sym-
bols.

Serif and Sans-Serif fonts in most cases have a sharp
slope line, however the study of Script and Decorative fonts

shows collisions — one symbol can consist of straight and
slope lines at the same time, making the classification more
complicated even for a human.

The problem of classification by style is the most diffi-
cult of the sub-tasks listed above because of the vast num-
ber of various fonts that cannot be easily described by basic
distinct features which allow to associate the font with one
certain style (fig. 2).

daaddiadaaadddda

Fig. 2 - Example of variability of “a” symbol

Considering the complexity of the problems and inabil-
ity to describe the features of various font classes without
assistance, it was decided to apply methods of machine
learning, namely neural networks. Neural networks are the
most frequently used algorithms for solving the image
classification problems, as they demonstrate the best re-
sults of patterns recognition and classification.

After analyzing the structure features of different font
styles, specifically how much their design differs, it was
decided to use Convolutional Neural Network (CNN). This
type of network allows to recognize fonts features regard-
less of their position and deformation. Network itself se-

Loss Curves

Training loss
—— Validation Loss

lects patterns that are important for classification (filters,
feature maps), considering teacher's correct responses [2].

Because of wide symbol variation by size and design,
the use of typical Multi Layer Perceptron (MLP) network
would lead to difficulty in high accuracy dassification, as it
would require construction of a big number of neurons, and
therefore would require power efficiency.

To solve the slope classification problem, i.e. if font be-
longs to Italic type, firstly it was decided to apply MLP net-
work, that properly coped with the task, however during
further data increasing by more complex fonts of Script style,
network started to reduce its accuracy. Therefore, it was
decided to use (NN network as well (fig. 3).

Loss Curves

Training loss
a4 — Validation Loss

0.0 25 5.0 75 10.0 12.5 15.0 175
Epochs

0.0 2.5 5.0 7.5 10.0 12.5 15.0 17.5
Epochs

Fig. 3 - Value of Loss function during training of MLP network before and after addition of Script type fonts

Network build and training were performed using Py-
thon library called Keras. Inspired by “VGG NET” architec-

ture, one of the most accurate networks at this time [4], it
was decided to take an approach of sequential application
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of layer combinations: Conv > Conv > MaxPooling. This
approach doesn't require lots of filters and layers to solve
the problems of given complexity, so it is well-suited for
execution on the dlient’s side. Number and size of kernels
were selected on an individual basis for every task with
priority to processing speed with condition that final accu-
racy of classification should be at least 90%. During the
experiment it was established that for slope classification
for Conv layers 8 kernels with a size 5x5 work best, and for
classification by weight and style — 16 kernels with a size
3x3. Popular technique Dropout was used to avoid fast
retraining of neural network, with network’s element inac-
tivation based on certain probability.

ReLU activation function was selected for all layers ex-
cept for the last one. It can be described by concise formula:
f(x) = max(0, x). There is a research that indicates
that this function can increase the convergence speed of
stochastic gradient descent by factor 6 compared to sig-
moid function and hyperbolic tangent. It is thought that
this feature based on linear nature and absence of the
function saturation [3].

For the last layer softmax function is used, therefore
confidence of belonging to one of the classes depends on

confidence in other classes. It can be defined by the formu-
la:

eZi

Vi :2;}=1er1 (1)
where z; — input value of i-th neuron
y; — output value of i-th neuron
As error determination function was selected

categorical_crossentropy, that is used for Multi Class classi-
fication, where the only one class can belong to the font.
This function’s expression is:

H(p,q) = —Xxp(x)logq(x)

where p and q — values of expected and received result.

(2)

Adadelta (or adaptive learning rate method) algorithm
was used as an algorithm of weight update. The method
considers gradient values history and weight update histo-
ry. It presents way over fast convergence than regular SGD
during the training on simplified data sample. The example
of neural network model is given in Fig. 4.
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Fig. 4 - Neural network model of style classification

For font classification by slope “IW” symbols were used,
and “RoWGa” were used for classification by weight and
style. Corresponding image sizes are 90x36 and 350x36.
These symbols were selected analytically, as they appropri-
ately depict the most typical features of corresponding
classes.

70

The number of fonts in one class can be substantially
lower comparing to other classes. Network trains badly and
outputs incorrect metrics due to data imbalance, and small
data set leads to early retraining. To solve this issue the
application that performs operations over images with their
content being intact was developed.
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Table 1
Operations over images
Operation Allowability of applying
Rotate Allowable for all sub-tasks, except
for slope determination
Scale Allowable for all sub-tasks, except

for weight determination
Allowable for all sub-tasks

Horizontal flip

Vertical flip Allowable for all sub-tasks

Vertical and Hori- | Allowable for all sub-tasks
zontal flip at the

same time
Shift, Wrap

Non-allowable for all sub-tasks

The basic operations over images were studied and
their capabilities for the data augmentation were deter-
mined.

Operations like Rotate and Scale are allowable for cer-
tain data samples, however their usage assumes enlarge-

Loss Curves

ment of image palette to prevent the loss of fonts features.
Enlargement of image palette will cause the increasing of
required power supply, that is not appropriate for this type
of tasks when computer resources are quite limited.

Number of fonts that were collected and classified is as
follows: 826 fonts were classified by style, 664 — by weight,
1128 — by slope. The result of image generation and apply-
ing operations for image number augmentation and data
balancing is: 12754 images were classified by style (using 3
types of mirroring and letter reordering); 12074 images
were classified by weight (also with use of 3 types of mir-
roring and letter reordering); 4628 images were classified
by slope (using letter reordering and size modification).

The example of neural network training is given in Fig.
5. Figure shows that network has correct training, with
validation loss value is close to training loss value (i.e. there
is no retraining effect). Also, from plot the stochastic gradi-
ent descent appliance can be seen, with validation loss
curve that seems to roll down, hence it may be concluded
that configuration is advantageous. Values of Loss and
Accuracy functions for every data samples are given in
table 2.

Accuracy Curves
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Fig. 5 - Plot of Loss and Accuracy functions during the training of classification by style

Visualization method called Gradient-weighted Class
Activation Mapping was used to analyze and understand on
what basis neural networks establish the association of the

font with one or the other class [6]. It allows to represent
the areas that attract neural network attention and the
attention intensity with the heat map.
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Amount of data in samples and the result of network training e
Tr;i’;ieng Training images Testimages loss_train acc_train loss_test acc_test
By style 12274 480 0.09 0.924 0.12 0.909
By weight 11594 480 0.1 0.937 0.13 0.91
By slope 4168 460 0.08 0.946 0.1 0.938

SR-W-G-0-A

Fig. 6 - Heat map of class activation that is responsible for Decorative style recognition

aWoGR

Fig. 7 - Heat map of class activation that is responsible for Serif style recognition

Fig. 6 shows the neural network focuses attention on

unusual FasterOne font lines, that indicate the font belongs
to Decorative style. Activation in serif location areas that is

typical for Serif class is shown in fig. 7.

Analyzing of IndieFlower Script font from Guided Backpropagation

This method has allowed to examine activation for each
class. Examples of arguable points, where neural network
wasn't confident if the font belongs to one or the other
style, are presented below.

Table 3

RQWao

Style Confidence Neural network activation
-« 'IRGWA0
Decorative 0.46 E Gw a o
Serif or Sans-serif 0.0
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Table 4
Analyzing WireOne Sans-serif without Guided Backpropagation
Style Confidence Neural network activation
1 H"W
Serif 0.02 5 a U
— f
Sans-serif 0.44 .g JV\ aU
T )
Decorative 0.22 _J J Wa G
Script 0.33 1 Ewa U
Table 5

Analyzing Overpass Thin Italic font without Guided Backpropagation

Style Confidence Neural network activation
Italic 0.85
Non-italic 0.15 W i

To check the accuracy of dassification the Accuracy-
Checker module that assesses the percentage of correctly
classified fonts was developed. 100 fonts were collected for
each dassification by style, weight and slope. Module clas-
sifies the font using neural network and then compares its

dassification with the correct answer, then counts and
displays the percentage of the right answers. The result of
module execution is given in table 3.5. Comparison of net-
work training metric with conducted accuracy check is
shown in Fig. 8.

Table 3.5
The result of classification accuracy check
(lassification Test fonts (lasses Accuracy
By slope 100 2 96%
By weight 100 9 91%
By style 100 4 92%
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Fig. 8 - Comparison of networks training metric with their classification accuracy

Main results and conclusions. The main problem
of fonts classification consists in fuzziness of features
that allow to classify the font, and their strong variation.
In this paper the basic approaches of fonts classification
with relevant advantages and disadvantages were de-
scribed. After analyzing the approaches, it was decided
to apply neural network that takes the images with font
symbols as input. Neural network selects patterns (fil-
ters, features maps), to be considered in classification
process based on the teacher’s correct answers. Possible
use of alternative fonts classification techniques was
suggested, and the main related problems were de-
scribed.
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CUCTEMA KNTACUODIKALII LUPU®TIB 3A AONMOMOIO0 HEMPOHHUX MEPEXK

AHoTauia. AKTyanbHicTb Ta MeTa CTaTTi. MeTo JaHoi CTaTTi € AOCNIKEHHA Ta po3pobKa cucTemi Bi3yanbHoi Knacu-
dikauii Wpn¢Tis, WO AACTb 3MOry KOpUCTYBauaM eeKTMBHILIE NpawioBaT 3 WpudTamn, a came: 0bMpaT HeoOXiaHi
WpNUGTM BUKOPUCTOBYIOUM NONEpPeaHii nepernad, 3acTocoBYBaTH PisHOMAHITHI GinbTpu Ta 3acobu opranisauii wpudTis.
3aBAAKM cucTemi KnacudikaLlii KOpUCTyBayi 3MOXYTb LUyKaTy LWPNUPTI 33 HaxMNoM, 6a30BMM CTUNEM i Baroto, BiAnoBigHO
[0 iX JilicHOro BiAo6paxeHHA, LM CaMiM YHIUKAKUI NPobnemy HeKOPEKTHO BKa3aHNX CTIMIB.

MeToau gocnigKeHHa. B aaHili craTTi po3rnAHyTO OCHOBHI niaxoam Knacudikauii wpudTis, ix nepeBari Ta Hefoniku.
3BaXMBLUN PO3IAHYTI NiAXoAN, 6yno BUPILUEHO 3aCTOCYBATI HEMPOHHY MePeXy, Ha BXid AKOI HAAX0AATb 300paXKeHHsA 3
cumBonamn wpudie. HelipoHHa Mepexa niabupae natepHu (GinbTpy, KapTu 03HaK), Ha AKi C1if 3BepTaTh yBary npu
Knacudikawii, 3Baxaroui Ha NpaBWbHI BiANOBIAI BUMTENA. 3aNpONOHOBAHO MOXNUBE BUKOPUCTAHHA anbTepHATUBHMX
MeToAiB Knacudikaujii LupudTie 3 on1com ix npobneMHUX Miclb.

Pe3ynbtatin. (TBOPeHO ccTeMy Knacuikawii Komn'oTepHUX WPNQTIB Ha OCHOBI 3rOPTKOBUX HEMPOHHUX MepeX, Lo
[03BONIAE KNacuQikyBat WpndTin 3a Haxunom, 6a3oBMM CTUnEM i Baroto, BiANOBIAHO A0 iX rpadiuHoro BifobpaxeHHs.
BiacoTok KopeKkTHO KnacudikoBaHUX WPNQTIB CACTEMU: B BU3HAYEHHI Haxuny — 96%; B BU3HaueHHi 6a30B0ro CTuio —
92%, B BU3HaueHHi Barv — 91%. Po3pobneHa cuctema moxke 3aCTOCOBYBATUCH ANA BUPILUEHHA 3aay Knacudikauii Wwpnd-
TiB AK JONOMIXKHUIA IHCTPYMEHT BU3HAUEHHA CTPYKTYpU OLMGPOBAHIX AOKYMEHTIB, @ TaKOX Y AKOCTI cuctemin nigbopy
Wpn¢TiB AnA CTBOPeHHA An3aliHy. Buxogaum 3 pesynbTaty, MOXHA CyAUTH NPO YCMiLLUHe 3aCTOCYBAHHA HEPOHHIX Mepex
ANA BUPiLLeHHA 3aay Knacudikavii wpudris.

HaykoBa HOBM3Ha Ta NpaKkTUYHa 3HauNMiCTb. B poboTi bynu gocnigkeHHi 0CHOBHI NigxoAn Ao Knacudikawii wpndtis,
npoaHani3oBaHi ix Hefonikn Ta nepesari. byna nepeBipeHa eQeKTUBHICTb 3aCTOCYBaHHA HaraToLLIapOBIX NePLENTPOHIB Ta
3TOPTKOBUX HEMPOHHUX MepeX. EKcnepumeHTanbHUM WAAXOM BUABNEHI Hailbinbl onTMManbHi napameTpu Mojeneii
HelipoHHUX MepeX. byna po3pobneHa Ta iHTerpoBaHa B OpraHaii3ep cuctema Bi3yanbHoi knacudikauii wpudTie, wwo
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MpaLIoE Ha 3roOpTKOBMX HelipOHHMX Mepexax. [poBefeHi KOHTPONbHI TecTw, WO MifBepAMN BUCOKY TOUHICTb Kna-
cndikaLlii po3pobneHnx moaeneii HePOHHNUX Mepex.

Kntoyoei cnosa: mawiuHHe HABYAHHSA, 320pMK0BA HELPOHHA Mepexa, Knacugikayis wipugmis, kKnacugikayia 306pa-
XKeHb.
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CUCTEMA KNACCUOUKALUU LLPUDOTOB C MOMOLLbIO HENPOHHbIX CETEI

AHHOTaLMA. AKTyanbHOCTb 1 Lenb (TaTbi. Llenblo aHHON CTaTby ABAAETCA UCCNefOBaHINe 1 pa3paboTka CucTembl
BU3YanbHOM Knaccuukaumm wpudTos, YTo NO3BOAUT NOAb30BaTENAM dPPEKTUBHO paboTaTh €O WpUdTamK, @ UMEHHO:
BbIOMpaTb HeobX0AMMbIe LWPUThI, UCMONb3YA NPeABAPUTENbHDIIA NPOCMOTP, NPUMEHATL Pa3NnyHble PUALTPbI U CPeaCT-
Ba opraHmauum wputos. bnarogapa cucteme Knaccudpukaumm nonb3oBaTeNn CMOTYT MCKATb LWPUQTbI MO HAKMOHY,
06a30BbIM CTUIEM M BECOM, B COOTBETCTBUN C UX AeIACTBUTENbHBIM 0TOOpaXeHeM, TeM cambiM u3beras npobnemy Heko-
PPEKTHO YKa3aHHbIX CTUNEIA.

Metoabl uccnegoBanna. B gaHHoi cratbe paccMoTpeHbl OCHOBHbIE MOAX0Abl Knaccudpukaumm wpudTos, ux npemumy-
LLieCTBa 1 HeAoCTaTKM. B3BeMB paccMoTpeHble NOAXOADI, 6bI0 peLieHo NPUMEHUTD HeliPOHHYH CeTb, Ha BXOA KOTOPOIA
nocTynaioT n3obpaxeHna ¢ cumBonami Wpngtos. HelipoHHaa ceTb noabupaet natTepHbl (GUALTPbI, KAPTbI NPU3HAKOB),
Ha KoTopble CnedyeT 00paLaTb BHAMaHUe Npyu KNaccudpukaLum, yuuTbiBada npaBunbHble 0TBeTb yuutena. lpeanoxeHo
BO3MOXHO MCNONb30BaHMe aNbTepPHATUBHbIX METOA0B KnaccudpukaLmm WpnTos C on1caHnem ux npobaemHbIx Mecr.

Pe3ynbTatbl. (034aHHAA CUCTeMa Knaccupukaumn KOMNbIOTEPHbIX LWPUGTOB HA OCHOBE CBEPTOUHDBIX HEMPOHHbIX Ce-
Teil, N03B0NAET KnaccuduumposaTb WPUGTbI N0 HAKNOHY, 0a30BbIM CTUNAM U BeCaM, B COOTBETCTBIN C UX rPaduyeckum
oToOpaxkeHunem. lpoLeHT KOPPeKTHO KNaccUpULMPOBaHHBIX LWPUPTOB CMCTEMbI: B ONpeaeneHnn HaknoHa - 96%; B onpe-
feneHun 6asosoro ctuna — 92%, B onpepenennm Beca — 91%. Pa3pabotaHHas cucteMa MOXeT NPUMEHATLCA AA peLue-
HUA 3afa4 Knaccudukauum WpudToB Kak BCNOMOTraTeNbHbI HCTPYMEHT OnpefeneHina CTpyKTypbl OLMGPOBAHHBIX A0-
KyMEHTOB, a TaKXe B KauecTBe cucTeMbl nogbopa WpndToB And Co34aHuA Au3aiiHa. Ncxofa n3 pesynbrata, MOXHO Cy-
ANTb 06 yCnewHoM NpUMeHeHUN HeMPOHHBIX CeTeld AA pelLeHns 3aay Knaccudukaumm Wwpndtos.

HayuHaA HOBM3Ha ¥ NpaKTMYeCkaa 3HauUMOCTb. B paboTe Obinu MccnefoBaHbl 0CHOBHBIE NOAX0AbI K KnaccuduKawum
WpNUGTOB, NPOAHANU3MPOBAHDI UX HEZOCTATKI 1 NpenMyLLecTBa. bbina npoBepeHa 3P$eKTUBHOCTb NPUMEHEHNA MHOTOC-
NOIHBIX NepLenTPOHOB 1 CBEPTOYHbIX HEMPOHHBIX CeTeld. JKCepUMeHTaNbHbIM NyTem BbiABNeHbI Haubonee onTuMarnb-
Hble napameTpbl Mojeneil HeilpoHHbIX ceTeli. bbina paspaboTaHa u MHTerpupoBaHa B opraHaiisep cucTeMa BU3yanbHoNA
Knaccudukaumm Wwpndto, paboTaowwnii Ha HeMPOHHBIX CeTAX. [poBefeHHbIE KOHTPONbHbIE TeCTbl NOATBEPANIN BbICO-
Kyt TOYHOCTb KnaccudmkaLm pa3paboTaHHbIX Moaeneil HeliPOHHbIX CeTeld.

Kntoyeebie cnosa: mawiuHHoe 00yyeHue, (6epmMoYHAA HEUPOHHAA cemb, KNaccugukayus wpugmos, knaccugukayus
u300paxeHud.
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