NPOBJEMW IHOOPMALIMHX TEXHONOT I

RESEARCH IN COMPUTERIZED INFORMATION
TECHNOLOGIES AS BASES OF TRAINING
AND EDUCATIONAL SYSTEMS

UDC510.6

DOI: https://doi.org/10.35546/2313-0687.2018.24.114-130

KHODAKOV Viktor
Dr. Sc. (Doctor of Technical Sciences), Professor, Professor of the Department of Information Technologies, Kherson National Technical University,
Kherson, Ukraine; E-mail: hodakov.viktor@gmail.com; ORCID ID: 0000-0002-8188-9125.

SOKOLOV Andrei
Ph.D. (Candidate of Technical Sciences), Associate Professor, Associate Professor of the Department of Information Technologies,
Kherson National Technical University, Kherson, Ukraine; E-mail: hodakov.viktor@gmail.com; ORCID ID: 0000-0001-8442-6137.

VESELOVSKAYA Galina

Ph.D. (Candidate of Technical Sciences), Associate Professor, Associate Professor of the Department of Information Technologies,
Kherson National Technical University, Kherson, Ukraine; E-mail: galina.veselovskaya@gmail.com; ORCID ID: 0000-0003-2896-0460.

Abstract. The objective of the article is to improve the methodological apparatus in computerized information technology
of training to optimize education systems in the context of globalization based on the identification and formalization in new
links for technological components of learning information processes with elements of information theory and information
systems control theory. Research methods. The basis of the research is the theory of information, information systems, and
processes, control, optimization. Main research results. The specificity of the education systems globalization on the basis of
the training computerized information technology and the adaptation of information theory to the interaction and control in
training information systems is revealed. In this context, we obtained: the norm over the event space as a functional depend-
ence on information for evaluating causal relationships, the producing differential equation, the analytical expression for in-
formation evaluating; the concept of normalized metric information space; the information processes types in learning sys-
tems; the entropy determination functions based on the mathematical expectations of norms and metrics for information
transfer processes evaluating; the information processing operator; the sets of information objects; the scheme of the learning
information system operation as a control with optimization feedback for information perception errors minimizing; the pro-
cedures for decisions making in the conformity of perception models to information flows, analysis of the information objects
structures; the concept in the informational essence of learning processes with adaptation to the requirements and limitations;
the formalized descriptions of information perception in learning; an algorithms on the perception and advancement of infor-
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mation flows; an elaboration in the optimization task of the training information systems control; the concept of modern in-
formation learning environments improving with information theory and information systems theory using. Scientific novelty.
The new concepts, algorithms, and models have been developed, which allowed formalizing the identified interrelations for
the components of learning information processes with elements of theories in information and information systems optimiza-
tion control, achieving improvements in computerized information training technologies, taking into account the globalization

of education systems.

Practical’s significance. The introduction of the obtained theoretical developments on the improvement of control in
training information systems based on computerized information technologies in the practice of education systems in the
context of globalization can significantly improve the effectiveness of learning information processes.

Keywords: information technology, computer, network, system, process, training, education.

Problem’s statement. Information processes of in-
formation perception, accumulation, and storage form the
basis of learning in the animate and inanimate nature,
human society. Features of the learning information pro-
cesses implementation are displayed in educational prac-
tice in teaching methods. The methodological foundations
of training are based on the theoretical basis of information
processes, technologies, and systems. Control of learning
information processes requires the formation of goals and
the identification of learning actions sequences that ensure
the successful achievement of the goals. The tasks of train-
ing control, viewed from the point of view of information
aspects, are solved by education systems. The defining
theoretical basis for learning is the theory of information’s
systems, and for educational systems is the theory of con-
trol. In the long evolution process, learning paradigms were
formed, containing in its composition the processes of
information perception, accumulation, and storage. How-
ever, the constant strengthening of globalization trends
requires the adjustment in existing theories of learning
information technology in order to ensure the optimal
development of education systems.

Analysis of recent research and publications.
The value of progressive education systems, as well as

effective processes and quality learning outcomes in the
modern world, is constantly increasing. Education is the
primary resource that precedes the use of economic
resources, is able to awaken the economy and make it
more dynamic, can provide a breakthrough in the devel-
opment of production and agriculture; thus, education
acts as a generator, the main productive force of society,
the basis of the triad "education—science—production”,
the cornerstone for solving the foundations of the state
life [1-10]. A significant part (40-70%) of the increase in
national income activates the growth of the population
knowledge and level of education, there is an intellectu-
alization of all society productive forces. Education plays
the role of the main factor for the emergence of changes
in economic development. Each country has its own
specific requirements, recommendations and wishes for
education, the prerequisites of which can be attributed
to the following two large groups: climatic conditions,
characteristics of the countries territories, communica-
tion routes, borders, etc.; the globalization aspects of
the society and the economy. Improvement of education
systems activates the development of technologies,
which, in turn, stimulates the emergence of new indus-
tries (Table 1).

Table 1
The technology impact on the emergence of new industries
The developed technology (the university where the development The industry that emerged on the
was carried out) basis of a new technology

Electronic calculator (University of Pennsylvania) Computer manufacturing
Optical fibers (Massachusetts Technology Institute) Telecommunications
Vegetative reproduction (DNA cloning) (Stanford University) Biotechnology
Supercomputer (University of lllinois) Internet
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Along with the acquisition of knowledge, the essential
point is the preservation of knowledge. A reliable way to
obtain and preserve knowledge is the learning process. To
reveal the essence of learning, consider a number of defini-
tions [2-4, 6, 11-16, 33-46]. First of all, learning acts as a
type of learning activity in which the quantity and quality
of the trainee knowledge and skills elements are brought to
the proper level by the trainer [13, 41, 33-46]. The training
activity is considered completed if the quantity and quality
of educational material in the trainee's replicated product
correspond to the training objectives and represent the
proper level. The learning process is a set of consecutive
interrelated actions of the trainer and the trainees, aimed
at obtaining the following achievements: a solid assimila-
tion of the scientific knowledge and skills system and the
formation of the ability to use them in life; the develop-
ment of such cognitive trainees abilities as independent
thinking, observation, etc.; mastering the elements of the
mental labor culture; the formation of the foundations of
the world view. Analyzing the sources [2, 3, 6, 11-13], it is
possible to trace the global trends in changes of the time
intervals values for training specialists in the direction of
the training duration increasing. The analysis of materials
[1-16, 33-46] leads to the following conclusions: the higher
the indicator of the years number allotted for education,
the faster the economy develops, and countries with accel-
erated rates of improvement in higher education have
increased economic growth rates; the importance of educa-
tion as a factor of development is associated with its effect
on human capital (as the main resource) and production
technologies; education has a positive effect on investment
in human capital, contributing to economic growth.

Considering the education importance in the modern
world from the point of view of analyzing the development
and modern achievements evolution in the computerized
information technology training field, it is necessary to note
an even greater increase in its capabilities and advantages.
The training implementation with the use of high-tech,
progressive, continuously improving information and
communication technologies allows increasing the educa-
tion effectiveness at a rapid pace. In the period of globaliza-
tion, education, viewed from the perspective of modern
information processes, systems, and technologies for the
accumulation and preservation of knowledge, has an even
stronger impact on the society s economic development.

Within the framework of the information approach,
teaching methods play an important role. In Ukraine, the
system of division into education levels is defined as a set of
educational institutions, complexes, methodological rec-
ommendations and relevant educational programs [2, 3, 6,
11-13]. There is a tendency to increase the share of full
higher education and reduce the number of people with
primary education. In the works [3, 7, 12-13] the scheme of
training is presented within the framework of the Ukraine
educational system structure and the assessment of de-
grees. The essential point in the education system is the
teaching model adopted by the pedagogical community.
The basic model of education is the unity of the three
teaching methods: passive; active; interactive [2, 4, 6, 14-
16, 33-40, 42-26]. On the way of teaching methods improv-
ing, it is necessary to note the following current trends: the
desire to develop structurally complete models of
knowledge formation processes []; the increase in the value
of the evaluating knowledge problem as a result of learning
[2,4, 6, 14-16, 33-40, 42-26]. Based on the analysis of the
source [2, 4,6, 14-16, 33-40, 42-26], a more detailed classi-
fication system can be distinguished. Active methods are
used, which are divided into the following types: various
modeling (game, social, imitational); business games;
concretized situations analysis (case studies); method of
active sociological tested analysis and control, close to real
life situations. Modern teaching methods use information
and computer technology [28-37] based on the use of
advanced high-tech tools for information processing and
transmitting. The difference in modern computer technolo-
gy of education is interactivity, which is achieved on the
basis of situations modeling and ensuring the possibility of
rapid feedback for the student with the system of infor-
mation support from the trainer. The principle of feedback
in pedagogy and the presentation of teaching scientific
methods is presented in [2, 4, 6, 14-16, 33-40, 42-26],
where: training is viewed as a process of knowledge and
skills transferring from the teacher to the learner; allocated
negative feedback in the learning system.

Let us further characterize the features of globalization for
information processes in education. The use of computer
technics in the educational process made it possible to talk
about computer education, the effectiveness of which has
been dramatically increased due to the wide and easy access
to a large number of diverse educational materials. According
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to [2,3, 6, 11-13], computer-based education is global, and
globalization is seen as a process of international economic,
political, and cultural integration. The process of globalization
is a global trend covering all levels of education. In foreign
pedagoqy [2, 4, 6, 14-16, 33-40, 42-26], the following oppos-
ing paradigms for the implementation of the global education
concept can be distinguished: global interdependence and
international understanding; global economic competition.
The development of information technology has led to the
introduction of the information society concept, where the
majority of workers are engaged in informational production,
storage, processing, and sale. Prospects for the education
development associated with the use of training information
technology in the global information space of the network
Internet, World Wide Web. Globalization necessitates an
increase in the value of the education fundamental nature [2,
3,6, 11-13], by which we understand the consolidated use of
the following types of knowledge: the versatile humanitarian
and natural-science knowledge of the relevant areas of sci-
ence; specialized vocational-oriented knowledge; general
education disciplines that form intelligence in a person. The
fundamental nature of higher education is a combination of
scientific knowledge and the educational process. Globaliza-
tion contributes to increasing risks, namely, increasing their
number and expanding their diversity. In order to compen-
sate for the phenomena generated by globalization, educa-
tion should be organized taking into account many factors,
namely: to strive for compensation and to counter risks; be
fundamental; provide the ability to work in the information
environment of the Worldwide network; function in the glob-
alinformation space; expand international understanding and
use of international languages (above all, English); strive to
reach all education levels.

The objective of the study. The main purpose of the
work is to identify the interrelationships of methods and
techniques for the learning information processes imple-
mentation with the theoretical foundations of information
technologies that provide the possibility of education sys-
tems further development based on the information sys-
tems theory application. Speaking about the theoretical
foundations of information processes, first of all, the theory
of information is meant as a mathematical discipline, al-
lowing formalizing descriptions of information processes, in
particular, in the education field.
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Research findings. We begin our consideration by
analyzing the features of the fundamental theoretical
foundations in education and training problems solving.
The education task is posed as a typical optimal control
problem, in which [47-54] for the system W, given its de-
scription, the goal is formed as a function or functional J(u,
X, B), depending on the control vectors u, the learning
trajectory x, and the parameters p:

u’,x" — optd (u,x,p);

W =W (U, x,B,1). )

The education task, formulated in the above statement,
is often seen as rather vague and it defines restrictions,
such as funding, various conditions, etc. As a rule, the goal
in the stated problem formulation is not unique, which
leads to the formulation of a vector (multi-criteria) optimi-
zation problem:

u’,x* —optJ(u,x,p);

W = W((u, x..1). @

A problem modified in this way is posed easier, but it is
more difficult to solve [47-54]. At the same time, attempts
are being made to construct models of objects and use
methods of control theory.

Since information objects, processes and technologies
are the most relevant in learning tasks, it is necessary to
talk about the tasks of information systems control [17-28,
41, 47-54]. Accordingly, we will continue the question
presentation from the point of view of the information and
information system concepts. Each branch of science uses
an established mathematical apparatus and methods for
constructing models of objects and processes. The basis of
information systems is natural to see information theory
[17-28, 41]. However, perfectly describing the tasks of
communication, the theory of information as such, without
additional study, is of little use for the tasks of information
systems control and training. In this paper, steps have been
taken towards the expedient use of information theory
elements in learning tasks, which consider information as a
fundamental concept and are explored from the point of
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view of information objects, processes, technologies, and
systems conceptual categories.

As a basis, an assumption is made about the analytical
dependence of information on the norm, which is defined
over the event space. Information is considered as an as-
sessment for the degree of a causal relationship in the
event space. In this case, the function is the norm over the
event space, and the function argument is information /.
For a probability space with probability P, as the norm over
the event space, we obtain P = P (/). The main thing is the
possibility of representing the function P(/) by a power
series and obtaining, in a linear approximation, the gener-
ating differential equation DP /DI = f(P, I, a). The solution
of the generating equation allows, taking into account the
initial conditions, to obtain an estimate of the information
in the form /= P (/). For different processes, we will have
different methods for information evaluating [17-28, 41,
47-54]. This conclusion is confirmed by the existence of a
methods variety for information evaluating. Using ele-
ments of information theory, one can choose the generat-
ing equation. For example, the organic growth equation
corresponds to the Hartley measure; at the same time, for
the case of collecting information from a variety of incom-
petent and unrelated sources, by virtue of the central limit
theorem, the confidence value estimate will be an estimate
of the information content. Thus, it is possible to measure
information as the degree of causation. Having determined
the method for estimating the informational proximity of
events (metric), we obtain the normalized metric infor-
mation space induced over the event space. The infor-
mation space corresponds to simple mathematical con-
struction. For processes of different nature, norms and
metrics will vary. Since events, evaluations of informational
links between events and the distance between events
must be considered in the information space, it is impossi-
ble to build an information model outside the information
space. As a rule, when modeling information systems, first
of all, the following are required: physical models (like
aerodynamic and hydrodynamic systems); operators (like
control systems).

Using block A (for processing information /,) and block
B (for processing information /5), which are interconnected
by information flow lines, you can define an elementary
information flow as a sequence of events associated with
the information transfer. Since the elementary information

flow is unidirectional, the information processes in the
elementary information system are reduced to the infor-
mation transfer (Figure 1) and comparison (Figure 2). Based
on the evaluation of the flow /¢, can be non-trivial solutions
and build complex algorithms. However, elementary sys-
tems, consider only those options of information flows
formation, which were shown in figures 1, 2. The fact that
the process in the blocks of information processing can be
varied, does not affect the structure of links.

Block A

I
A

Block B

y

Figure1 - Possible information stream in the elementary
information system: information transfer

Block A
/

Ig
Block B

Figure 2 - Possible information streams in the elementary
information system: information comparison and produc-
ing differential information flow le

The information transfer process is evaluated by the in-
formation space norm, and the information flows compari-
son related to the metric notion. During the transition to
expected assessments, practically there is a transition to the
mathematical expectation of the norm and metric (entropy
estimates):
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The question of information processing in blocks of the
system is more complicated since it affects processes in the
event space, calculations of transformations, and so on.
However, ideas about the elementary information system
and the elementary information flow are quite sufficient for
building complex models of information systems.

Consider as a visual example the task of translating
from one natural language to another, where the elemen-
tary information system from the source (source text A) and
the receiver (translation text B) is subject to consideration.
With proper translation, the accuracy (or error) criterion is
that the return receiver flow must compensate for the
source forward flow. The problem is solved in its own coor-
dinates. An algorithm is generated that represents the
information system model, but you also need to deal with
the operations in the blocks.

Information processing, which is carried out as a change
in the magnitude of cause-effect relationships, occurs due
to processes in the event space.

The simplest flow is formed by an ordered set elements
sequence, and the simplest operation that is performed at
the receiver is the mapping of the vector x by operator A:

An ordered set is transformed into a set that is repre-
sented by definition, by virtue of operator A.

In the future, you can make a decision regarding the set
of perceived objects Q by going to the set specified by the
enumeration:
yeo, if =(@ya,..a,)x)=y, >extr. (5

Thus, we obtain the perception model of the first level
in the form of an algorithm for the information system
functioning, presented in Figure 3.

The trainer forms the information flow /,, perceived by
the trainee as an image of y;. Since the learning process
requires the student to achieve the correct response, based
on operator A, an inversion of model A is formed, which
allows the information flow of the student /5 to be generat-
ed. Comparison of the flows of the trainer and the learner
generates a differential information flow /;, which creates
the basis for building an optimization procedure of finding

the optimal operator (Block 4 of Figure 3). The stream of
ordered sets generates an optimal operator that allows for
minimizing errors. We have the process of elementary skills
and concepts learner obtaining.

The compensation degree of input and return flows de-
termines the training quality. The growth of the accumu-
lated information causes an increase in the dimension of
the operator matrix. The error occurs in the following cases:
before training; in the event of additional information flows
due to disturbances that were not taken into account dur-
ing training.

The direct (immediate) transformation of an ordered
set into a set specified by enumeration makes errors. If
fuzzy sets are used in the input sets stream represented by
definition, then conversion to sets specified by enumeration
requires the definition of a proximity measure and the
construction of a membership rule, that is, a model, which
in this case is defined on a set of images and membership
rules. Memorization is associated with the optimization
procedure for changing the fixed part of the image and the
corresponding membership rule. In this case, the error is
obtained after finding the optimal solution.

The transformation of a set, which is set by description,
to a set, which is set by enumeration, is an algorithm for
describing an image, which is set by the description in its
name.

Training involves the formation of an algorithm that is
optimal with respect to the minimum error, which allows
us to speak about the optimal solution of the training prob-
lem.

That is, with perception, a sequential transformation
of the set, which represents the signal (Mp), into sets
that are represented by definition (Ms) and by enumera-
tion (M,) occurs. At each stage, its own model is formed:
at the stage of transition from the signal to the image,
the model is implemented with the help of an operator;
at the stage of transition from the image that is speci-
fied by description to the name, to the set that is speci-
fied by enumeration, the procedure for deciding wheth-
er the model corresponds to the input stream is applied;
when working with a set of object names, the procedure
for analyzing the structure of an object is applied. Thus:
an ordered set is transformed into a set by definition
using an operator; the set is by definition converted into
a set by specifying using an optimization procedure for
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finding the best description; the set by enumeration
allows you to build algorithms that describe the organi-
zation (structure, building) of the input stream. In this
case: the first stage requires significant amounts of data
memory; the second stage assumes the presence of

images bases and proximity measures, which requires a
smaller memory amount, but more time; the last stage
involves the storage of algorithms where a small
memory amount is required, but it takes a long time to
optimize.

1| A (trainer): x*—>l4 4 A" min I,
'y
A 4 l IA
2 | B (trainee): Ax;=y;
v
3 Inversion:A'Iy,- /.
s

End

Figure 3 - Information model of the first level perception

It should be noted that statements about the existence
of two possible elementary information interactions
(transmission and comparison of information flows) and
three possible elementary structures for information per-
ception and accumulation are in the nature of limitations.
Of the above fundamental elements, you can build a sys-
tem. Thus, learning is an informational process where
adjustment to the requirements and constraints is neces-
sary. We characterize the specifics of learning as an infor-
mation process. The first thing to consider is the importance
of repetition in order to eliminate errors and form reflex
operators. Further, it is important to form images, which
also requires repetition. In turn, the construction of algo-
rithms and logic circuits is perceived almost immediately.
With perception, the following happens: the operator and

the base of the images are compressed, leaving only what
is expected; algorithms and logic circuits are compressed,
eliminating repetition. Therefore, you need to submit the
material without overloading it with unnecessary infor-
mation.

We will analyze the concept and informational essence
of the learning paradigm (following [2, 4, 6, 14-46], we will
assume that the paradigm is an accepted model, standard,
or sample). Within the framework of the above concepts,
we will have the following: a teacher is a source of infor-
mation; a learner is an object; the model of the student is
determined only with respect to the formal accumulation of
knowledge.

Consider perception as an objective process. The infor-
mation process of perception consists of the processes of
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receiving, processing and storing the information that is
created by the source of information. Due to the one-sided
orientation of the information flow, there are only two
possible forms of information interaction, transmission, and
comparison of information. Naturally, the above deter-
mines the formation of algorithms for information percep-
tion. Moreover, the existence of three methods for defining
sets, sufficient to form models of the external world, de-
termines the existence of three perception levels.

Here it is necessary to dwell on the principle of optimal-
ity. Given the limitations of the sets specifying, we can
distinguish three tasks of informational perception. The
first task of information perception is analogous to the
Wiener problem, where for ordered sets it is required to
find an operator that minimizes the difference /¢ between
the trainer message /4 and the student response /s:

I, =a(l,, 1g);
A" - mine. (6)

Actually, we have the task of forming reactions and
habits, and the reaction will be the more correct, the more
correct the operator will be. Training is reduced to finding
the optimal operator. Errors are corrected only after their
completion. At this stage, the operator determines the
need for static memory. The model is formed long, stored
completely.

The second task of information perception is deter-
mined by the formation of the external world model W,
which allows to model it using the inversion model. This
task is similar to the Bellman problem, where the optimal
sequence X* and the optimal control of the U* model,
which delivers the minimum expected error, are sought:

M.}

=H, =M{a(l,,l,)};
W =W (X,U);

U'\ X" > minH,.

(7)

In this case, the model describes elements that are rep-
resented by definition, that is, elements that have non-
random components and rules for determining member-
ship (in fact, they are fuzzy sets or images). To store these
models, a dynamic memory organization similar to the

database is required. The elements of the image are saved
here. This task requires figurative thinking, which gener-
ates teaching methods using demonstration material. A
decision making error occurs after the process of modeling
an external situation, which is time-consuming but is a
more efficient technique. Information comes from the
outside world as an ordered set and is transmitted for its
presentation by the image and model only after being
processed by the operator.

The third task of perception is associated with the pro-
cessing of logical structures — model building algorithms.
Here we look for an optimal algorithm for constructing a
model, which allows us to find a minimal general descrip-
tion of the methods for models constructing. Operations are
defined on the elements of sets by enumeration. We have
an algorithm for searching the algorithm for models con-
structing, which are described by logical functions and the
task of finding the best model representation:

Ml }

H, =M {a(IA' IB)};
E W (8)

Let us proceed to the consideration in the issue of in-
formation perception levels and models. Received three
options for objective problems to be solved in the infor-
mation perception process. The first level is information
processing at the first stage of perception. The second level
of information perception is associated with the formation
of models and the determination of their proximity to
reality, which allows us to obtain a different truth criterion
— the attainability of the distance mutumanbHoctu. We
have a level of images and situations analysis. This level
requires clarity and imaginative of information presenta-
tion. The third level operates with logical structures and
algorithms for constructing models at the set level, which
are given by enumeration. Here the problem of building
models is solved and the algorithms for building images are
formed. We have a level of logical thinking.

Thus, the algorithm of information perception (Figure
4, Figure 5) is quite simple. When perceiving information
(Figure 4), a signal is always defined as an ordered set. To
check the correctness of information perception (Figure 5),
it is necessary to compare the message of the teacher with
the message that the student creates on the basis of his

121



NPOBJIEMU IHOOPMALINHUX TEXHONOT IV

knowledge. Here the reverse process is performed, namely:
based on the description, a set of elements is built and an
internal image is formed, which is compared with the ex-
ternal image. Differential information flow, which is gener-
ated when comparing, allows you to adjust the knowledge
gained. When forming the student's message flow, at each
step they turn to the model, getting the following: for the
operator — just a quasi-appeal; for the level of image pro-
cessing — image recovery from its fragments; for the hy-
pothesis formation — the list and image fragments link’s
formation.

Let us dwell on the question analysis in the educa-
tional systems theoretical foundations. Based on the
preceding, we can talk about the main principles of
learning, such as the formation of exclusively true, con-
cise and completed images that should be reproduced.
Moving from the problem of information perception to
the theory of educational systems, one can see that the
control task is set, in which the formation of goals is of
top priority. The principle of optimality is the fundamen-
tal principle of learning: we form the information flow of
the trainer so as to minimize the student’s error. Next,
measures are identified that ensure the best achieve-
ment of the goal, which is a classic optimization prob-
lem. The most difficult is the construction of a student
model [2, 4, 6, 14-46]. The models of the information
perception dynamics are built and the time for training
is predicted. The information systems theory assumes
knowledge in the dynamic models of the student and
the teacher, and the teacher is the central figure of the
educational process.

The first specific feature of the modern information
environment is that the teacher ceases to be the main
source of knowledge since all knowledge is available on
the computer network. The second feature of the modern
computerized network information environment is noise,
which is primarily created by: empty websites, Internet
echoes from reposts, various informational nonsense;
oversaturation with literature, which naturally arises due
to the availability of access to virtually all existing tech-
nical and fiction literature in the absence of a proper
unified organization for such an electronic information
fund. A rather complicated question arises: how exactly to
choose among the numerous information noise that
which is necessary and useful?

\

message

1L

Mp=> M5

I

Me->Mps

Irs

Mes—> M,

§ )

Figure 4 - Information flows in the message perception

\ J

hypothesis

message

L4

hypothesis

( )

Figure 5 - Information flows when checking the put for-
ward hypothesis correctness

Since the network is a sets union of weakly correlating
sources, we get the information space with the norm in the
form of trust information. The above provides an oppor-
tunity to build strategies for selecting information accord-
ing to the method, which is based on taking into account
the ratio of the information saved number to the infor-
mation calls number, which allows us to single out the
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expected useful information. Using the Hartley measure,
you can choose the information that has a minimum of hits
and therefore can potentially be new. Further, it is useful to
use information systems theory. The following actual prop-
erties are required: logical connectivity, which is achieved
by the interactive organization; the truth that can be
achieved by the above method of information sampling;
general accessibility provided by an open, non-commercial
project. Attention should be paid to the fact that this exists
(for example, in the format of Wikipedia and other similar
network information resources), is a logical consequence of
the global information system development. It remains
only to ensure the availability and overcoming of language
barriers, which is also solved. Returning to normal, it should
be noted that the trainer becomes a mentor not only in the
world of knowledge as such, but also in the computer net-
work, where he offers his (most often, encyclopedic)
knowledge in a format adapted for computerized network
information interaction.

In general, as a result of the study, the following con-
clusions can be formulated. Learning processes are basically
information processes, subject to the objective laws of the
information systems functioning. The task of creating an
education system is the control task, and the theoretical
foundations of education systems building are based on
control theory. Principles and methods of training, formed
over a long period of practice, reflect the objective laws of
the information systems functioning. The theorem of the
information flow one-sided orientation and the limited
types of sets, together with the principle of optimality,
limits the number of information perception levels in the
learning process to three levels. The development of the
global information network leads to the unified knowledge
system formation in the electronic encyclopedia’s form,
which is the result of an objective process on the global
network information flow compressing.

Conclusions. The study was aimed at further improv-
ing the methodological apparatus of computerized infor-
mation training technology to ensure the optimal devel-
opment of education systems in the context of the continu-
ous strengthening for the socio-economic globalization
trends, carried out by identifying those links for the compo-
site technological components of modern computerized
information learning processes with elements of the infor-
mation technologies theoretical foundation that allow

perfection develop learning and education systems in gen-
eral based on information, information processes, and
information systems theories. The basis for the processes of
conducting and processing the results in scientific research
was the methodological toolkit of theories in information
and coding, probabilities and mathematical statistics, in-
formation processes, information technologies, feedback
control, multi-criteria optimization, information systems,
expert assessment.

As a result of the analysis in the features of the infor-
mation processes globalization in the education systems
based on modern computerized information and communi-
cation training technologies, its advantages, problematic
aspects and factors of negative manifestations compensat-
ing were revealed. The study in the theoretical foundation
of the education and training tasks showed the following
dominants: typical problems of optimal control for systems,
given descriptions, where functional dependencies of goals
on control vectors, learning trajectories and parameters are
formed; problem statements are vague, have numerous
limitations and goals, requiring multi-criteria optimization;
to solve problems, build models of objects and apply meth-
ods of control theory.

The results on monitoring the increasing relevance for
conceptual categories of information, information objects,
processes, technologies and systems in the training and
education tasks in the globalization context have shown
the desirability of increasing attention to their considera-
tion as tasks of information systems control. Since infor-
mation theory, as the basis of information systems, requires
adaptation to the information systems control and training
tasks, the article explores the feasibility for appropriately
using elements of information theory in learning tasks as
tasks of interacting with information systems and control of
them.

In the context of the problem’s category to be solved,
an analytical (functional) dependence on information for
the norm defined above the event space is adopted in order
to assess the degree of causal relationships. In probabilistic
space, it is possible to represent the norm by a power series
and to obtain, using a linear approximation, a generating
differential equation, the solution of which allows, given
initial conditions, to obtain an informational estimate
based on the inverse functional dependence. A generalized
formalized form is proposed: the probabilistic functional
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dependence of the norm over the probabilistic event space
on information; generating differential equation; an analyt-
ical expression for estimating information based on the
solution of the indicated equation. By applying elements of
information theory, processes of different essence can be
put into correspondence with different types of methods
for evaluating information and producing equations, meas-
uring information as the degree of causal relationships.
Determining the method for estimating the informational
proximity of events (metrics) allows us to obtain a normal-
ized metric information space induced over the event
space, which is described by a simple mathematical con-
struction. Events, information connections evaluations, and
distances between events, the construction of information
models should be considered in the information space.
When modeling information systems, first of all, physical
models and operators are needed.

The types of information processes (flows) in the ele-
mentary training information system, on the basis of
which, it is possible to obtain complex information systems
and control solutions, are defined. For the expected esti-
mates of information transfer processes based on the
norms of information spaces and comparisons of infor-
mation flows using metrics, functional dependencies are
obtained to determine the entropy based on the mathe-
matical expectations of norms and metrics. Information
processing is represented by a change in the values of caus-
al relationships by the processes of the event space; formal
definitions of the information processing operator and sets
of perceived information objects are given.

Received a generalized block diagram of the algorithm
for the training information system functioning as a control
system with an informative input signal, feedback and an
optimization procedure for finding the optimal operator to
transform an ordered set into a set by definition with the
aim of minimizing for information image perceptual errors,
which displays a formalized perception information model
at the level of elementary skills and concepts formation,
given the characteristic features of the algorithm. For the
subsequent stages of perception, the features of the models
are also formed and analyzed: when moving from an image
given by description by name (set by definition), to the set
specified by enumeration (set by specifying by the optimi-
zation procedure of finding the best description), a charac-
teristic procedure for deciding whether the input model

corresponds to input flow; when working with a set of
objects names, the characteristic procedure for analyzing
the structure of the object (the set of enumeration allows
you to build algorithms for describing the input stream
organization).

Training is an informational process with the need to
adapt to the requirements and limitations, statements
about possible elementary interactions of information
flows and structures for perception and accumulation of
information are limitations, the information training sys-
tem is built on the basis of selected fundamental elements,
an important role in eliminating errors and the formation of
operators-reflexes and images plays information non-
redundant repetition.

The result of the analysis in the concept and informa-
tional essence of the learning paradigm is the following:
the model of the learner as an object is determined relative
to the formal knowledge accumulation; information per-
ception process consists of receiving, processing and storing
information created by the trainer as an information source;
one-sided orientation of the information flow determines
two possible forms of information interaction, transmis-
sion, and comparison of information; the above determines
the formation of algorithms for the information perception;
a limited number of methods for specifying specialized sets
sufficient to form models of the external world determines
the number for levels and tasks of information perception;
the cornerstone is the principle of optimality.

The features are analyzed and formalized (analytical,
algorithmic) descriptions are obtained for the main tasks of
informational perception in training: for the formation of
reactions and habits — a model for finding an operator that
minimizes differences in the information of the trainer and
the trainees; for the formation and determination of real-
ism for the external world models on the basis of figurative
and situational thinking — a model for finding the optimal
sequence of informational influences and control, minimiz-
ing the expected perception error; for processing logical
structures and algorithms for models constructing at the
level of sets specified by enumeration, based on logical
thinking — the optimal algorithm for finding algorithms of
constructing models and images described by logical func-
tions and problems of finding the best representations of
models, which finds the minimum general description of
methods for models constructing. An algorithm for infor-
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mation perception has been developed, which takes into
account information flows in perceiving messages and
checking the correctness of hypotheses. The generalized
structural schemes for formalized algorithms of information
promotion between the message and the hypothesis are
presented, taking into account the passage of perception
levels models.

The analysis of the information perception tasks to-
gether with the theoretical foundations of educational
systems allowed: to identify the main principles of infor-
mation learning processes, based on the requirement to
form true, concise and complete information images to be
reproduced; to set the task of information training systems
control as a classical optimization task, in which the fun-
damental are the goals formation and the optimality prin-
ciple, which requires minimizing the error of the learner
and measures to ensure the best achievement of the goal.
To build a student model, the models of the information
perception dynamics are built and the time of training is
predicted. The information systems theory assumes
knowledge of the dynamic models for the student and the
teacher (the central figure of the educational process).
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AOCNIAXKEHHA KOMM'IOTEPU3OBAHUX IHOOPMALINHUX TEXHOJIOTIN
AKOCHOB HABYAHHA TA CUCTEM OCBITU

AHoTauia. Meta cTatTi nonArae B yA0CKOHaNEHHi MeTOZO0M0rYHOr0 anapary Komn'lTepu30oBaHuX iHopmaLiinHIX
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(TeM OCBITW Ha 0a3i Komn'loTepu30BaHUX IHGOPMALIHNX TEXHOMOTi HaBYaHHA, ajanTauii Teopii iHpopmauii fo
B3a€EMOJIT i yNpaBNiHHA B iIHPOPMALHNX CUCTEMaX HABUYAHHA. B AaHOMY KOHTEKCTi, 0TpUMaHi: HOpMa Haj NpoCTOPOM
nogii AK GyHKLIOHANbHA 3aNeXHiCTb Big iHPOpMaLi ANA OLIHKI NPUUMHHO-HACTIAKOBNX 3B'A3KIB, L0 BUpobnae ande-
peHUianbHe PIBHAHHA, aHANITUYHUI BMPA3 A OLiHKM iHGopMaLii; KOHLenUis HOPMOBAHOTO METPUYHOrO iHdOp-
MaLiitHoro Npoctopy; BUAKM iHOPMALIAHMX NPOLLECiB CUCTEM HaBYAHHA; QYHKLi BU3HAUEHHA eHTPONIT Ha OCHOBI MaTe-
MaTUYHMX OUiKyBaHb HOPM | METPUK ANA OLIHOK NpoLeciB nepeaaui inpopmalii; onepatop 06pobku iHdopmalii; 6e3nivi
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3aCTOCYBaHHAM Teopili iHdpopmauii, iHdpopmauiitux cuctem. Haykosa HoBM3HA. Po3po6neHo HOBi KOHLENLi, anropuTmm i
moZeni, o [o3BOANAN GopmanizyBaTi BUABNEHI B3aEMO3B'A3KY CKNAZOBUX KOMMOHEHTIB iHdOpMaLiitHX npoueciB
HaBYaHHA 3 eleMeHTamin Teopiil iHdopmaLii Ta ONTMMI3aLiiHOro yNpaBRiHHA IHPOPMALIHUMKM CUCTEMAMIA, AOCATAKOYMN
BAOCKOHANEHHA KOMN'l0TePM30BaHMX iHYOPMALLiiHMX TEXHONOTI HaBYAHHA 3 ypaxyBaHHAM rnobanisauii cucrem ociTu.
[paKTMyHa 3HaYMMICTb. BnpoBagXeHHA OTPUMAHUX TeOPeTUYHMX HanpaLioBaHb LWOAO BAOCKOHANEHHS YNpaBAiHHA B
iHPOpMALHNX CUCTeMaX HABYAHHA HA OCHOBI KOMM'OTEpU30BaHUX iHPOPMALIiHUX TEXHOMOTI B MPaKTUKY CUCTeM
0CBITI B yMOBaX rnobani3avii 403B0NA€ iCTOTHO NiABULLYBATI eeKTUBHICTb iIHPOPMALLAHNX NPOLIECB HABYAHHA.
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NCCNEQOBAHUE KOMIMbIOTEPU3UPOBAHHbBIX UHOOPMALIMOHHbBIX
TEXHOJIOMMN KAK OCHOB OBYYEHUA 1 CUICTEM OBPA3OBAHUA

AnHoTauma. Llenb cTaTbin COCTONT B COBEPLUEHCTBOBAHIM METOA00TMYECKOro anmapaTa KOMMbTepU3NpOBaHHbIX
UHOOPMALIMOHHBIX TEXHONOTIIA 00yUeHA AnA ONTUMM3aLNKM CMcTeM 00pa30BaHIA B YCIOBMAX rNobaniu3aumin Ha 0CHOBe
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NeMeHTaMK Teopuil MHGOpPMaLMK 1 ynpaBneHna HGopMaLMOHHbIMI cucTemamin. MeTogbl uccnefosanua. OcHoBOIA
NCCNefOBaHNIA ABNAKTCA TeOpUM MHOPMALMM, MHOOPMALIMOHHBIX CMCTEM M MPOLIECCOB, YNpaBieHua, ONTUMU3aLmN.
OcHoOBHble pe3ynbTaTbl UCCnefoBaHuA. BbiaBneHa cneunduka rnobanusaumm cuctem 06pasosanua Ha 6ase Komnbiotepy-
31POBAHHbIX MHYOPMALIMOHHBIX TEXHONOT Wil 06yueHNs, afanTaLui Teopuin UHGOPMALMN K B3aMMOEICTBHIO 11 ynpaBne-
HINK0 B MHPOPMALIMOHHBIX CMCTeMaX 06yueHns. B JaHHOM KOHTEKCTe, NoNyyeHbl: HOpMa Hazl NPOCTPAHCTBOM COOBITUI Kak
(dyHKLMOHANbHAA 3aBUCUMOCTb OT MHGOPMALIM ANA OLEHKI NPUYMHHO-CNeACTBEHHBIX (BA3el, Mpou3BoaAlLee audde-
peHLManbHoe ypaBHeHe, aHaNUTUYeCKoe BbipaxKeHue ANA OLeHKN NHHOPMALVI; KOHLENLNA HOPMUPOBAHHOTO METpy-
Yeckoro MHYOPMALMOHHOTO NPOCTPAHCTBA; BUAbI MHPOPMALMOHHBIX MPOLIECCOB CUCTeM 0byueHns; GyHKLMM onpesene-
HIUA SHTPOMMN HA OCHOBE MATEMATUYECKIX OXKIAAHUA HOPM 11 METPUK ANA OLEHOK NPOLeCcoB nepefauln MHdopmawum;
onepatop 06paboTkn MHPOpMaLMK; MHOXKEeCTBa MHOPMALIMOHHBIX 00bEKTOB; (xema AeACTBUA UHOOPMALIMOHHON CU-
CTeMbl 00yYeHNA KaK ynpaBneHIns C ONTUMU3ALMOHHOI 00paTHOI (BA3bH0 ANA MIHUMU3ALMN OLLNOOK MHYOPMALIMOHHOTO
BOCMPUATIA; NPOLLEAYPbI NPUHATUA PeLLeHIii 0 COOTBETCTBUI MOZeNeil BOCPUATIA MHYOPMALIMOHHBIM NOTOKAM, aHanu-
33 CTPYKTYP MHQOPMALMOHHBIX 06BEKTOB; KOHLENUNA MHGOPMALMOHHON CyTU NpOLeccoB 0byueHUA C ajanTaunen K
TpeboBaHNAM 1 OrpaHNYeHNAM; GOPManN30BaHHbIe ONNCAHNA MHYOPMALMOHHOTO BOCMPUATUA B 00yUeHNI; anropuTMbl
BOCMPUATIA U NPOABIXKEHNA MHYOPMALIMOHHBIX MOTOKOB; NPOPaboTKa ONTMMU3ALMOHHOI 3aJaum ynpaBneHna UHdop-
MaLMOHHbIMM CUCTeMaMK 06yueHNa; KOHLENLNA COBEPLUEHCTBOBAHIA COBPEMEHHDIX MHYOPMALIMOHHBIX Cpef 0byueHua ¢
NpUMeHeHreM Teopuii HGopMaLuK, MHHOPMaLMOHHBIX cucTeM. HayuHas HoBU3HA. Pa3paboTaHbl HOBble KOHLENLM,
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anropuTMbl 1 MOZENM, N03BONNBLLME (OPMANN30BaTh BbIABNEHHbIE B3aMMOCBA3N COCTaBHbIX KOMMOHEHTOB MHpOpMa-
LIMOHHbIX MPOLLECCOB 00yueHMA ¢ nemMeHTamin Teopuil MHYOPMALMIA 1 ONTUMM3ALMOHHOTO YNpaBReHUA HGOPMALMOH-
HbIMIA CUCTEMAMK, OCTUFaA COBEPLUEHCTBOBAHNA KOMNbIOTEPU3MPOBAHHBIX MHOOPMALIMOHHBIX TEXHONOMIA 00yUeHUA C
yueTom rnobanusaumn cuctem obpasosanus. lMpakTnueckan 3HaUMMOCTb. BHepeHme nonyyeHHbIX TeopeTUYeckux Hapa-
00TOK MO COBEpLUEHCTBOBAHMIO YNpaBneHus B MHOOPMALIMOHHBIX CMcTemMax 00yuyeHna Ha 0CHOBE KOMMbKTEPU3NPOBaH-
HbIX NH(OPMALMOHHDIX TEXHONOTWIA B MPAKTIKY C1CTeM 06pa3oBaHIA B YCNOBUAX I0OaNN3aLmm No3BONAET CyLLEeCTBEHHO
MOBbILIATL YPHEKTUBHOCT MHYOPMALIMOHHBIX NPOLLECCOB 0OYUeHUA.

o N

16.
17.

19.
20.

21.

22.

23.

24,

25.

Kniouegeole cnosa: UH(I)OPMGUUOHH(]H mexH0J102UA, KOMNblomep, cemo, cucmema, npoyecc, 06y‘l€HU€, 06p0306(1HU€.

NITEPATYPA:

Valero A., Van Reenen J. The economic impact of universities. Evidence from across the globe (No. w22501). USA: National Bureau of Economic
Research, 2016. 320 p.

Glewwe P., Muralidharan K. Improving Education Outcomes in Developing Countries: Evidence, Knowledge Gaps, and Policy Implications.
Handbook of the Economics of Education, 2016. Volume 5. 424 p.

Xonakos B.E., Cokonosa H.A. MpupoaHo-knumatnueckne GakTopbl 1 pa3BUTME COLMANBHO-IKOHOMUYECKUX CCTeM. XepcoH: M3aaTenbcTao
XIMA, 2016. 604 c.

Jesus C. C,, Samir K. C,, Petra S.. Age-Specific Education Inequality, Education Mobility, and Income Growth WWW for Europe working paper. 2013.
Working Paper N2 6. URL: http://www.foreurope.eu/fileadmin/documents/pdf/Workingpapers/WWWforEurope_WPS_n0006_MS15.pdf

School Resources. Handbook of the Economics of Education. 2006. Volume 2.

Xonakos B. E. Bbicwuee 06pa3oBaHue: B3raz o CTOPOHbI 1 u3HyTpu. XepcoH: V3aatenbcrao XHTY, 2006. 338 ¢.

OueHKa Bbiroa An1A 061LIECTBA OT CUCTEMbI BbiCLLEro 06pa3oBaHua. IkoHoMuka o6pazosarus, 2002. N° 3. C. 66.

Pritchett, L. Where has all the education gone ? The world bank economic review. 2001. N 15(3). P. 367-391.

Browne A. W., Barrett H. R. Female Education in Sub-Saharan Africa: the key to development ? Comparative Education. 1991. Ne 27(3). P. 275-
285. doi: 10.1080/0305006910270303.

. Seymour D. Estimation, Book A and B. Palo Alto, California: Dale Seymour Publications, 1980. 428 p.
1.
12.
13.
14.
15.

Beck U. (German sociologist). Globalization of modern education. URL: https://www.assignmentexpert.com/blog/education-tips/

3uma H. A. Tnobanuzauua o0bpa3oBanus Kak deHomeH nHHoBaLMOHHoIA KynbTypbl. URL: https://superinf.ru/view_helpstud.php?id=3676
YkpauHckaa cucrema obpazosanua. URL: https://edunews.ru/education-abroad

Adanacoes 0. M., Crporanos A. C., LLlexoBwo C. I. 06 yHuBepcanbHoM 3HaHUM 1 HOBOIA 06pa3oBaTenbHoi cpege. Mocksa: PITY, 1999. 298 c.
Boulton-Lewis G. M. A teaching method for active learning in scientific graduate education. European Journal of Engineering Education. 1998.
N2 30(1). P. 105-119.

Pactpurun J1. A., IpeHwreiin M. X. AgantueHoe obyueHne ¢ mogenbto obyuaemoro. Pura: 3uHatHe, 1988. 160 c.

Enterprise information systems: proceedings of the 20-th International conference ICEIS 2018 (Funchal, Madeira, Portugal, 21-24 March 2018) /
Eds.: S. Hammoudi, M. Smialek, 0. Camp, J. Filipe. Madeira, Portugal: SciTePress, Science Technology Publications, Lda, 2018. Volume 1. 440 p.

. TabyHwuk I'. B., Kynepmetos P. K., Mputyna A. B. MpoeKTyBaHHA, MOAeNtoBaHHA Ta aHani3 iHGopmaLliiiHux cuctem: HaBy. noci6. 3anopixxa:

3HTY, 2011.292 .

[Hpopmaviiini noTokm Ta ix knacudikauia. URL: http://pidruchniki.com/68003/logistika/ informatsiyni_potoki_klasifikatsiya

[JeBanun 1. H. Mopenu 6e3onacHocTu uHGopmaLmoHHbIX noTokoB. Modesu GeonacHocmu uHgopmayuorHeix cucmem: yueb. nocob. ans
CTyZEHTOB BbICLLNX yueOHbIX 3aBefieHMit. MockBa: Akagemua. 2005. 468 c. C. 55-66.

Bepesuenko A.I., Topuakos B.B. u ap. indopmaLnoHHble pecypcbl AnA NpUHATMA pelueHuii: yue6. nocob. MockBa: Akazemuueckuii npoexT;
Exatepunbypr: [lenosas kHura, 2002. 560 c.

Measuring the information society report 2018 / eds.. Sanou B (International Telecommunication Union). Geneva, Switzerland: ITU
Publications, 2018. Volume 1. 204 p.

Trends and advances in information systems and technologies: proceedings of the 2018 World conference on information systems and
technologies WorldCIST"18 (Naples, Italy, 27-29 March 2018) / Eds.: A. Rocha, H. Adeli, L. P. Reis, S. Costanzo. Naples, Italy: Springers
International Publishing, 2018. Volume 3 (347). 406 p.

AnToHeHKo B. M., Mamuenko C. 1., Porywuna 10. B. CyyacHi iHpopmaLiitHi cuctremu i TexHonorii: ynpaeniHHA 3HaHHAMM: HaBY. Noci6. Ipnikb:
Hauionanbhuit yrisepcutet ANC Ykpainn, 2016. 212 ¢.

Computer Science and Information Technology: proceedings of the Forth International conference CoSIT-2017 (Geneva, Switzerland, 25-26 March
2017) / Eds.: D. Nagamalai, N. Meghanathan. — Geneva, Switzerland: AIRCC Publishing Corporation, 2017. 208 p.

129



26.

27.

28.

29.

30.

31
32.

3.
34,
35.
36.
37.
38,
39.
40.
M.
4.
3.
44,
5.
6.
47.
48
19,
50.

51.
52.

53.
54,

NPOBNEMU IHOOPMALIMHX TEXHONOT I

Information technology strategy 2018-21: annual report of progress planned GB.331-PFA-5-2018 / Eds.: Information and technology
management department, Inernetional labour office. Geneva, Switzerland: INFOTEC, ILO, 2017. 26 p.

Saidani N. Towards a better comprehension of adaptation to information and communication technologies: a multi-level approach:
PhD dissertation. Georgia State University, USA, 2016. 220 p.

Joshi A., Meza J., Costa S. et. al. The role of information and communication technology in community outreach, academic and research
collaboration, and education and support services (IT-CARES). Perspective in helth information management (online research journal). 2013.
Volume 10 (Fall). 15 p.

Higher education in the digital age. Moving academia online / eds.: A. Zorn, J. Haywood, J. Glachant. Cheltenham, UK, Northampton, MA, USA:
Edward Edgar Elgar Publishing, 2018. 170 p.

Xing W., Fei G. Exploring the relationship between online discourse and commitment in Twitter professional learning communities. Computers
& Education. 2018. N° 126. P. 388-398.

byiiHuubka 0. 1. InpopmaviitHi TexHonorii Ta TexHiyHi 3acobu HaBuaHHA. K.: LleHTp HaByanbHoi nitepatypu, 2017. 240 ¢.

Willcox K. E., Sarma S., Lippel P. H. Online education: a catalyst for higher education reforms. Massachusetts Institute of Technology online
education policy initiative Final Report. Cambridge: MIT, 2016. 56 p.

Kypeitunk B. B., boa B. B. MogenuposaHue npowecca npefcTaBneHusa 3HaHiA B MHTENIEKTyanbHbIX 00yyaloLux CUCTeMaX Ha 0CHOBE Komne-
TEHTHOCTHOr0 Nofxoaa. Omkpeimoe o6pazosanue. 2014, N° 3. C. 42-48.

Tpem6au B. M. Cuctembl ynpasnexuna 6azamn 3B0MIOLMOHNPYIOLLAX 3HAHWA AAA peleHna 3aday HenpepbiBHOro obpasoBaHua. M.: MICK,
2013.255¢.

Kypeiiumk B. B., boBa B. B., HyxHos E. B., Pog3un C. U. WHTerpupoBaHHaa MHCTpyMeHTanbHaA Cpefa noaaep ki MHHOBALMOHHbIX 06pa3oBa-
TeNbHbIX npouecco. Omkpsimoe o6pazosarue. 2010. Ne 4.C.101-111.

Mazypok T.J1. CuHepreTiueckas mogenb MHAUBUAYaNM3MPOBAHHOTO ynpaBneHua obyuerunem. Mamemamuyeckue mMauuHsl u cucmemsl. 2010.
Ne3. (. 124-134.

Mucuubiva 1. C. MeTogonorus NpoekTUPOBaHUA MOAYNbHBIX KOMNETEHTHOCTHO-OPUEHTUPOBAHHBIX 00pa30BaTeNbHbIX MPOrpamMM: METO.
noco6. CankT-Metepbypr: CN6TY UTMO, 2009. 50 c.

Xonakos B.E., Muxaiinos K.M., Paiiko .A. 06 aBTomaTi3upoBaHHOI cucTeMe ynpaBneHus obpa3oBaTenbHoil cpenoii peruoHa. Becmuk XHTY.
2008.N° 1 (30). C. 442-449.

batuwes B., Kotosa C. M., Ckobenes M. 0. MynbTuareHTHbI NOAX0A ANA Pa3BUTUA CUCTEMbI AUCTAHLMOHHOMO 00yuenma "[ludpakuna” B cetn
UntepHer. M0J1-2008: Te3ucbl foknagos koHGepeHuun (CankT-Metepbypr, 2008 r.). CankT-Metepbypr, 2008. 63 c.

Reys R. E., Trafton P. R., Reys B. J., Zawojewski J. Developing Computational Estimation. Materials for the Middle Grades, Final Report.
Washington, D.C.: National Science Foundation, 1984. (ERIC Document Reproduction Service No. ED 242 525).

Khodakov V. Ye., Sokolov A. Ye., Veselovskaya G. V. Models of training procedures. Radio Electronics, Computer Science, Control. 2018. Ne 4 (47).
P.51-60. doi: 10.15588/1607-3274-2018-4-5.

Atkinson R. L., Atkinson R. C., Smith E. E., Bem D. J., Nolen-Hoeksema S. Hilgard's Introduction to Psychology. History, Theory, Research, and
Applications. 13th edition. 2000.

Kohonen T. Self-organization and associative memory. Series in Information Sciences. Volume 8. Berlin: Springer verlag, 1984. 516 p.
Meparornueckas sHumknoneausa. T. 3. 1966. C. 286.

Mcuxonorua u negaroruka. URL: http://www.grandars.ru.

0sgood C. Method and theory in experimental psychology. New York: Oxford University Press, 1953. 420 p.

Yang X. Optimization techniques and applications with examples. USA, UK: WILEY, 2018. 384 p.

Operations research applications / Eds.: G. Stecca. Rome, Italy: AIRO (Associazone Italiana di Ricerca Operativa), 2017. 123 p.

Solomon J. Numerical algorithms: methods for computer vision, machine learning, and graphics: textbook. USA: CRC Press (AK Peters, Ltd.),
2015. 400 p.

Ecunos b. A. MeToabl onTumu3aumnm 1 uccnegoBaHna onepaumii. KoHcnekT nekuuii: yue6. noco6. Camapa: V3gatenbcto Camapckoro aspoko-
(Mnyeckoro yHusepcuteta, 2007. 180 c.

YepHopyukuii I1. T. MeTogbl onTumusanum B Teopum ynpaBnenua: yueb. nocob. CaHkT-Metepbypr: Mutep, 2004. 256 ¢.

Kpacosckuit A. A. CnpaBouHuK no Teopui aBToMaTuyeckoro ynpasnenus / nog pea. A. A. Kpacosckoro. — MockBa: Hayka, [naBHas pegakuua
du3mMKo-maTemaTuyeckoii nutepatypbl, 1987. 712 c.

Konmoropog A.H. Teopua nHpopmavum v Teopus anroputmo. MockBa: Hayka, 1987. 304 c.

Konmoropog A. H. OcHoBHble noHATA Teopun BepoATHocTeld. MockBa: Mup, 1977. 120 ¢. (Cepua «Teopua BepoATHOCTeli 1 MaTemMaTyeckas
CTaTUCTUKA®).

130





